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Abstract Autonomous search is an essential research topic
for rescue and other robotic applications. However, searching
for targets efficiently is still an unsolved problem. To achieve
this objective, a robot needs to simultaneously maximize
environmental coverage, maximize probability of detection
(PD) and minimize motion cost. The problems associated
with these objectives are NP-hard. This research reformu-
lates the three objective functions as a maximum cumulative
PD problem with motion cost. Since the PD function depends
on the environment, the robot needs to both learn the PD
function and the cost-to-go (CTG) function. This research
proposes a reinforcement learning algorithm to learn the PD
and CTG functions simultaneously. Since the PD function is
sparse in the Fourier domain under certain subgoal patterns,
spatial Fourier sparse set is proposed to learn PD functions
based on the compressed sensing technique. The learned PD
and CTG functions can then be used to generate subgoals that
achieve (1 — 1/e) of the optimum due to the submodularity.
Experiments conducted with this algorithm demonstrate that
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the robot can search for the target faster than prior learning
approaches (e.g., PMAC and FSS) and the benchmark model
(e.g., PD).

Keywords Probabilistic search - Submodularity -
Compressed sensing - Q-learning - Sparse learning

1 Introduction

Optimal search is concerned with simultaneously maximiz-
ing environment coverage, maximizing the probability of
target detection and minimizing motion cost. However, each
one of the three objective functions is NP-hard. Most of the
related work focuses on only one of the objective functions.
If the map is preprocessed as a graphical model or polygonal
model, the robot can search for the target with theoretical
bounds of time or probability (Hollinger et al. 2010; Gerkey
et al. 2006; Lau et al. 2008, 2006). However, those algo-
rithms do not consider sensing coverage, sensing uncertainty,
and motion constraints simultaneously. In Tseng and Met-
tler (2015), the proposed algorithm considers three objective
functions. Although it can give theoretical guarantees for two
objective functions, it cannot give the overall search perfor-
mance guarantee. To achieve overall performance guarantee,
a unified objective function is necessary.

The coverage problem and probabilistic search in a graph-
ical model can be solved by greedy algorithms (Nemhauser
et al. 1978; Hollinger and Singh 2008). Since the objective
functions of coverage and probabilistic search are sub-
modular (see Definition S1 and S2), greedy algorithms
give near-optimal guarantees (Nemhauser et al. 1978; Feige
1998). If the coverage problem can be reformulated as a
probabilistic search problem, the objectives are reduce to
maximize probability of detection (PD) and minimize motion
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cost. Then further consider the motion cost, maximizing PD
with motion cost is a unified objective function. The prob-
lem definition and approach overview are in the following
two sections.

Definition S1: (Submodularity) Given a finite set
S={1,2,...,N}, a submodular function is a set function F :
2NV — R which satisfies the diminishing return property.
For every S4,Sp € S with S4 € Sp and every s C S,
F(SaUs) — F(S4) > F(SpUs) — F(Sp) holds.

Definition S2: (Greedy algorithm) Given a finite set
S={1,2,..,N} and coverage function F, the greedy algo-
rithm starts with the empty set Sg0o = ¢ and choose
SG.i+1 = Sg,i U{argmaxses\sg,; F(Sc,iU{s}}, where Sg ;
represents the 1st to i-th chosen elements by the greedy algo-
rithm and and s is an added new element.

1.1 Problem definition

The efficient search problem can be defined as follows: Given
a grid map, a mobile robot with velocity and accelation con-
straints ([v, w, a, &];nqx ), a kinect sensor with a conditional
probability table! of target detection, the objective is to find
velocity commands [v, w]o.7 such that T is minimal, where
0:T denotes the time from the beginning to the time when
P(A) > 90%, where A denotes High probability area (H-
areaz).

Figure 1 illustrates an efficient search scenario for a sin-
gle robot, with position described by a grid map, that has to
generate a search path to find a target. Since the detection
outcome is with uncertainty, a Bayes filter is applied to esti-
mate the probability of target detection in each cell. Once
the P(A) > 90%, the search is terminated. In this paper,
the research focuses on determining a search path given as a
sequence of subgoals. The robot is controlled via speed and
turn rate (v, @) commands which are generated based on the
current subgoal and robot position using receding horizon
control (Mettler et al. 2010; Tseng and Mettler 2015).

1.2 Approach overview

The general approach illustrated in Fig. 2a, b, is that search
with a mobile robot platform can be decomposed into sub-
problems that are represented by finite subgoals. the subgoal

! The conditional probability table is computed based on the detection
outcome. There are four cases: true positive, false negative, false posi-
tive, and true negative. For example, if the target is there and the sensor
cannot detect, this is called false negative.

2 The H-area is defined as the 20 x 20cm? area around the highest
probability cell. If the target is in the H-area and P(A) > 90%, it is a
positive decision.
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(a) Grid map (b) Probability map

Fig. 1 Illustration of efficient search. a The blue circle represents the
robot position, red lines are the sensing range, black areas are obstacles
and white areas are unoccupied grids. b The yellow circle represents the
robot position, the black areas represents low probability, green areas
represents high probability and the red square is H-area

(a) Continuous motion (b) Discrete subgoals

Subgoal level:

Learning PD function

(a submodular function)
Solution:

SFSS learning

Motion control level:
Learning CTG function
(avalue function)
Solution:

Q-learning

(¢) Two levels

Fig. 2 Illustration of the subgoal concept. a The blue circle represents
the current robot position, the orange arrow is search path, the blue
area is covered area. The triangle represents the current coverage and
polygon areas represent the coverage along the search path. b The black
circles represent subgoal positions and blue areas are corresponding
covered areas of each subgoal. ¢ The blue circle represents the robot
position, black circles are subgoal positions, green areas represents high
probability, the blue arrow is the lowest cost path toward the subgoal

concept confers two main advantages. First, finding K sub-
goals with maximum coverage is a discrete optimization
problem, which has solutions with theoretical guarantees
(Nembhauser et al. 1978). Second, since the subgoals are the
subset of the continuous motion, the covered area of con-
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tinuous motion is always greater than the covered area of
the subgoals (see the polygon area in Fig. 2a is bigger than
the three triangles area in Fig. 2b). Hence, the covered area
based on discrete subgoals is a lower bound of the covered
area of the continuous motion. A key question then is, can
such subgoals be learned? If the robot can learn the subgoals
from information gathered through environment sensing, it
can then sequentially visit the subgoals to cover the environ-
ment efficiently.

The goal of this research is to enable a mobile robot to
learn the subgoals and then utilize those subgoals to search
for the target (see Fig. 2c). At the motion control level, the
robot learns the cost-to-go (CTG) function using Q-learning.
The learned CTG function guides the robot to the lowest cost
path toward the current subgoal. At the subgoal level, the
robot learns the PD function through spatial Fourier sparse
set (SFSS) learning. Since the search objective function is
submodular, the subgoal selection based on a greedy pol-
icy is near-optimal with lower bound (1 — 1/e) O PT. After
generating subgoals, the robot sequentially visits the learned
subgoals to search for the target efficiently.

The contributions of this paper are as follows: First, a uni-
fied objective function considering coverage, probability of
detection and motion cost is proposed. To the best of our
knowledge, this is the first unified objective function consid-
ering these three objectives. Second, the proposed SFSS is
able to learn a submodular function with m samples, where
m < O(klog(b)), b is the Fourier basis number and k is
the number of nonzero Fourier coefficients. To the best of
our knowledge, the sparsity in the Fourier domain for learn-
ing submodular functions have not been investigated. The
SFSS is the first algorithm exploiting this concept to dramat-
ically reduce the computation. Third, the learned subgoals
are shown to be within (1 — 1/e) of the optimum with high
probability. Finally, experimental demonstrations show that
the robot can search for the target faster than prior learning
approaches (e.g., PMAC and FSS) and the benchmark model
(e.g., PD).

The paper is organized as follows. Section 2 describes the
related work. Section 3 introduces the problem formulation.
Sections 4 and 5 describe how the PD and CTG functions
are learned and detail the proposed algorithm. Section 6 out-
lines the extensions of the proposed algorithms and the future
work. Section 7 describes the experiments used to demon-
strate its performance. Finally, Sect. 8 concludes the paper
with a summary of the work.

2 Relevant work
The following discusses the three problems that make up

optimal search problem: coverage, probabilistic search and
path planning.

2.1 Coverage problem

For surveillance applications, a typical goal is to cover the
whole room using the fewest sensors, or cover the most
space using a fixed number of sensors. Both problems are
NP-hard (ORourke and Supowit 1983). This problem is also
called the “art gallery problem” (Aggarwal 1984). There are
two major approaches to compute approximate solutions.
First, the environment is modeled as a polygon, the range
of the sensors and field of view are assumed to be infinite.
Approximate algorithms solve the problem based on the set-
covering concept. Second, real-time sensor data from the
robots are collected for learning. Based on the learned cover-
age function, the robots move to the locations that maximize
coverage. This procedure allows to find an approximate solu-
tion.

A polygonal environment is divided into several subsets.
Choosing the least covered set provides a simple way to
find a solution. Such greedy algorithms generate solutions
with O (log N)-approximation, where N is the number of
sets. e-net finder provides an O (loglog O PT)-approximate
algorithm for guarding a simple polygon with guards on the
perimeter (King and Kirkpatrick 2011), where O PT is the
minimal number of guards. To further consider the sensor
can observe all orientations of the object, £ (y/n) is neces-
sary to cover a simple polygon with n vertices (Tokekar and
Isler 2014). However, those theoretical bounds are based on
highly simplified sensor and/or environmental models.

Cognitive-based adaptive optimization (CAO) is proposed
for the optimization problems where the objective function
is unknown but measurements are available (Kosmatopou-
los 2009; Renzaglia et al. 2011). It is applied to maximize
the coverage using a fixed number of robots equipped with
sensors in 3D environments (Renzaglia et al. 2012). Given
no prior information about a specific objective function and
environments, the CAO framework has two advantages. First,
the robots learn the objective function from real-time sens-
ing data. Second, the CAO algorithm still works, even if the
environment is non-convex. However, this approach cannot
give a theoretical guarantee of coverage.

2.2 Coverage control

The technological advances in sensors and networking have
transformed robots into mobile sensing networks. They can
sample the environment more dynamically in space and time
than static sensors. To do this successfully, robots must cover
the environment and distribute control via communications.
Lloyd algorithms achieve these objectives by finding solu-
tions of Voronoi diagrams based on given constraints (Lloyd
1982). In Cortes et al. (2004), Lloyd descent algorithms can
coordinate a mobile sensor network. In Pimenta et al. (2009),
the proposed approach allows robot networks to simultane-
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ously cover and track moving targets. In Schwager et al.
(2009), UAVs with downward facing cameras are used to
monitor an environment through a a distributed control algo-
rithm. These applications and algorithms demonstrate the
vast potential of mobile sensing networks.

2.3 Probabilistic search

Bayesian search is divided into two components, perception
and decision-making. Perception is to compute the probabil-
ity distribution of the target. Recursive Bayesian estimation
techniques enable robot(s) to estimate the target using real-
time motion and measurement data (Bourgault et al. 2003).
To further consider multiscale search, probabilistic quadtrees
are proposed for a UAV flying at different elevations (Chung
and Carpin 2011). Decision-making is to compute the opti-
mal actions toward the target. However, finding the optimal
decisions in a probabilistic environment is NP-hard.

The decision-making problem was reformulated as Par-
tially Observable Markov Decision Processes (POMDPs)
(Eagle 1984; Kadane and Simon 1977), which is NP-hard.
To allow larger horizons, maximizing the cumulative prob-
ability of detection (PD) was proposed (Stone 1975). There
are two major assumptions in PD model. First, there is no
false detections and no detection of the target along the
search path. Second, the sensing coverage at each position
is nonoverlapping and independent of one another. Based
on these assumptions, the probability of detection is easily
propagated for larger horizons through Bayes filter. Even if
the propagation model is simplified, maximizing the cumula-
tive PD is an NP-complete problem (Trummel and Weisinger
1986).

Maximizing cumulative PD within finite horizons pro-
vides a way to find suboptimal actions. There are two major
methods to find suboptimal paths. First, the maximization of
the PD problem is formulated as a mixed-integer linear pro-
gramming (MILP). The robots are able to find suboptimal
search paths (Lo et al. 2012). Second, branch and bound
(BNB) is used to reduce the computation. The principle
of branch and bound is to generate the possible branches
and prune the branches if the cost values exceed some pre-
specified costs. This concept enables a robot(s) to search
for a moving target in indoor environments based on the PD
model (Lau et al. 2008, 2006). Therefore, by choosing a suit-
able bound or horizon, suboptimal solutions of search paths
can be obtained with an affordable computation.

2.4 Minimum-time trajectory planning
Minimum-time trajectory planning is NP-hard problem,
which means that computational complexity grows expo-

nentially with the order of the searcher’s dynamics and
the size of the map. Hence, the key challenge to solving
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this problem is finding the trade-off between reducing the
computational load and increasing performance. There are
two major approaches to compute approximate paths for a
robot(s). The rapidly-exploring random tree (RRT) (LaValle
and Kuftner 1999) works by randomly generating nodes from
the free space once the connection between two nodes is
obstacles-free. The robot’s approximate path from start to
goal is found by graph search.

Another approach, which was introduced in aerospace for
UAV guidance, is receding horizon (RH) trajectory optimiza-
tion with a cost-to-go (CTG) function (Bellingham et al.
2002). The CTG function is an approximation of the cost
to reach a prespecified goal in the global environment. The
Receding horizon solves a constraint optimal control prob-
lem over a finite horizon, subject to the terminal cost obtained
by the CTG evaluated for the state value attained at the end of
that horizon (Mettler et al. 2010). The state that minimizes
the composite cost, i.e. the cost to reach the intermediate
state (cost-to-come, CTC) and the cost from that state to the
global goal (CTG). That states define the active waypoint
(AWP). The AWP is decided based on the CTG function
and the horizons of receding horizon control. For example,
when the number of horizons is larger, the robot can choose
farer AWP. With this approach, the original infinite-horizon
optimization problem is divided into a sequence of smaller
trajectory planning problems. More details on guidance tech-
niques can be found in Goerzen et al. (2010) and Bellingham
et al. (2002).

2.5 Informative path planning (IPP)

In the past 10 years, the robotics community has adopted the
concept of informative path planing (IPP) (Singh et al. 2007)
and submodular functions (Nemhauser et al. 1978; Krause
et al. 2008; Singh et al. 2009). Instead of finding minimum-
time trajectory, the goal of IPP is to find an optimal path
which maximizes the amount of sensed information (Bin-
ney and Sukhatme 2012). IPP is a novel approach for active
perception. It includes three relevant questions. First, where
to place the sensors/robots so that most information can be
collected? Second, how to construct a path satisfying certain
objective functions with limited bounds? Third, what theo-
retical guarantee can be given about the performance of the
approximated solutions?

The first problem is related to “adaptive sampling and fea-
ture selection” (Binney and Sukhatme 2012) and is based
on machine learning techniques, such as Gaussian Pro-
cesses (GP). This problem is to study where to place the
sensor to maximize/minimize a quantity (e.g., PD, informa-
tion gain and mutual information). The second problem is
related to “path planning and probabilistic search” (Binney
and Sukhatme 2012). Path planning is to find a path to a
known goal. Probabilistic search is to find the target given
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the target distribution and motion model. The third prob-
lem is related to submodularity. If the objective function is
submodular, greedy approaches give (1 — 1/e) OPT guar-
antee (Nemhauser et al. 1978). Moreover, no polynomial
time algorithms are strictly better than greedy approaches
unless P = N P (Feige 1998). Example applications include
finding paths that enable robots to collect maximal mutual
information (Singh et al. 2007), maximal variance reduc-
tion of Gaussian processes (Binney and Sukhatme 2012)
and minimal distortion from wireless stations (Hollinger and
Sukhatme 2013; Hollinger et al. 2013).

3 Problem reformulation

The successful applications of IPP and submodularity inspire
areformulation of the search problems. Section 3.1 describes
the three objective functions associated with robotic search
problems. Section 3.2, then introduces the near-optimal
approach for the coverage problem. Section 3.3 proves that
the probabilistic search objective function is submodular and
that the coverage problem is a special case of probabilistic
search. And, finally, Sect. 3.4 shows that if the objective func-
tion is maximizing cumulative PD with motion costs, greedy
approaches generate near-optimal solutions.

3.1 Three objective functions of search problem

Definition 1 (Optimal search with three objectives) The
ground set of subgoals is § = {1, 2, ..., N} in a grid map.
The objective is to choose K subgoals (S,) which satisfy:

(Objective 1: maximum coverage): gnayé fc(Se)
<
(Objective 2: maximum probability): ?w)é fp(Sg)
o C

(Objective 3: minimum motion cost): ;mr; T(Sg)
C
g=

where fc is the coverage function, fp is the PD function and
T is the CTG function.

To illustrate the three functions and subgoals, assume there
are four subgoals § = {1, 2, 3, 4} (see Fig. 3a). S, = {1, 2}
represents the two chosen subgoals. Figure 3b shows two
subgoals cover 30% so fc(Sg,) = 30%. Figure 3¢ shows
two subgoals cover 20% probability so fp(Ss) = 20%.
Figure 3d shows the motion cost of two subgoals is 8 s
so T'(Sg,) = 8. Definition 2 describes how to compute fc,
Definition 6 describe hows to compute fp and Definition 8
describes how to compute 7.

The three objectives are in general coupled. For exam-
ple, choosing 3 subgoals with the least motion cost could
have small coverage. Even if Objective 1 and 2 are sub-
modular (Tseng and Mettler 2015), it is difficult to give a

(d) Motion cost of subgoals

(¢) PD of subgoals

Fig. 3 Tllustration of three functions. a The dash circles represent the
ground set of 4 subgoals. b The black circles represent chosen the two
subgoals and blue areas are the corresponding covered areas of sub-
goals. ¢ The green areas represents high probability and black areas
represent low probability. d The blue arrow is the lowest cost path
toward the subgoal

XR

(a) Coverage

(b) Coverage with motion

Fig. 4 TIllustration of the coverage problem. a The blue circle repre-
sents the current robot position and the blue area is the corresponding
covered area. b The numbers represent the subgoal index, black circles
are subgoal positions, orange arrows are paths, blue areas are corre-
sponding covered area of each subgoal and black areas are obstacles

performance guarantee for the overall search performance,
therefore, to be able to provide a performance guarantee, a
reformulation is necessary.

3.2 Coverage problem

Definition 2 (Coverage) As Fig. 4a shows, the robot locates
at X r and gets the sensing measurements z = {r;, 6;}, where
i = 1,..,N;. ris the range, 0 is the angle and N, is the
number of sensor scans. Assume there are N, unoccupied
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cells in a grid map. The robot’s sensor covers N, cells. The
coverage C(XR) is defined as N./Ng.

Both ray-tracing and grid mapping techniques can com-
pute the coverage efficiently (Charrow et al. 2015; Renzaglia
etal. 2010; Konolige 1997). According to X g and z, the cov-
ered area is computed. For example, there are 25 cells and 8
cells are covered by the robot (see Fig. 4a). Hence, C(XRr)
is 32%.

Definition 3 (Maximum coverage problem) As Fig. 4b

shows, the ground set of subgoals is S = {1, 2, ..., N}. The

objective is to choose K subgoals (S, ) such that gna)g S (Sy).
<

As Fig. 4b shows, there are 25 cells and the heading res-
olution of the robot is 45°. So, the size of the ground set is
200 (25 x 8). If the robot tries to find 3 subgoals such that the
coverage of subgoals is maximal, it needs to compute 2003
combinatorial solutions and then choose the subgoal set with
maximal coverage. Then, the robot visits the chosen subgoals
to cover the environment. The computational complexity for
this problem is O(N¥). In fact, this is a NP-hard problem.
Therefore, approximate solutions are needed.

Since the coverage function is submodular (see Lemmas
1 and 2), greedy approaches give (1 — 1/e¢) OPT guaran-
tee (Nemhauser et al. 1978). Moreover, no polynomial time
algorithms are strictly better than greedy approaches unless
P = NP (Feige 1998). Hence, a greedy algorithm generates
(1 —1/e)OPT solution for objective 1. As Fig. 4b shows,
the robot chooses the first subgoal with maximal coverage
from 200 candidates. Then, the robot repeats the same greedy
approach for the next two subgoals. Finally, the robot only
needs to compute 200 x 3 solutions.

Lemma 1 ((I — 1/e)-Approximation (Nemhauser et al.
1978)) Let F be a monotone submodular set function over
a finite set S with F()) = 0. Let Ag be the set of the
first k elements chosen by the greedy algorithm and let
OPT=maxcs, A=k F'(A). The lower bound of the greedy
algorithm is F(Ag) > (1 — 1/e)OPT.

Lemma 2 (Near-optimal guarantee (Feige 1998)) The result
of Lemma 1 is tight and there is no polynomial time algorithm
can do strictly better than greedy algorithm if P = N P.

3.3 Probabilistic search

Computing optimal decisions for probabilistic search is a
partially observable Markov decision processes (POMDPs)
problem, which is NP-hard. Hence, a probability of detection
(PD) model is proposed that can be propagated for larger
horizons.

Definition 4 (Probability of detection (PD)) As Fig. 5a
shows, the robot locates at X g and gets the measurements z.
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(a) PD model (b) EPD model

Fig. 5 TIllustration of PD and EPD model. a The blue areas represent
the covered area and green areas represent high probability. b The
blue circle represents the robot position and green areas represent high
probability

The assumptions about the robot’s motion and sensing are as
follows:

(i) there is no target detection along the path,
(ii) the robot only senses in its local cell and there is no sens-
ing coverage overlap between different subgoal positions,
(iii) the robot only moves to the neighbor cells.

Based on these assumptions, the probability of detection
(P D) is defined as P(XR) - g, where P (i) is the probability
of the i-th cell, g is glimpse function® and 0 < g < 1.

The PD was originally proposed for airplanes and ships
operating in large-scale environments (Stone 1975; McCue
1990). Hence, the 2nd and 3rd assumptions in Definition 4
are reasonable. However, they do not consider two criti-
cal factors. First, the sensing areas at different positions
could overlap, and second, the robot can move to any cell
in this environment. To make the PD model more realistic,
an extended PD (EPD) model is proposed as follows:

Definition 5 (Extended PD (EPD) model) As Fig. 5b shows,
the robot is located at X g and gets the measurements z. The
assumptions about the robot’s motion and sensing is that there
is no detection of the target along the path. Based on this
assumption, the probability of detection (P D) is defined as
P(XR)-g,where P(XRg) is covered probability in X g posi-
tion.

According to Definition 5, EPD model deletes assump-
tion (ii) and (iii) in PD model. Hence, EPD model supports
sensing overlap and do not consider path constraints.

3 The value of glimpse function can be decided from the conditional
probability table of the given detector. g = =2 Z, where p denotes the
probability of detected area. g denotes the progability of that the robot
detects the target if the target is at the detected area. The derivation of
glimpse function can be found in the appendix of Tseng and Mettler
(2015).
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Definition 6 (Maximum cumulative PD) As Fig. 4b shows,
the ground set of subgoals is S = {1, 2, ..., N}. The cumu-
lative probability of detection is defined as: fp(S;) =
ZiTzl P(Sg.i) - g, where fp is the cumulative PD along the
path and P (S, ;) is the probability of covered cells at the ith
subgoal. The objective is to choose K subgoals from S such
that the cumulative probability of detection ( fp) is maximal.

Theorem 1 (Submodularity of probabilistic search (Tseng
and Mettler 2015)) Probabilistic search is submodular if
there are no detections along the search path.

As Lemma 1 and 2 show, the greedy approach generates
near-optimal solutions for submodular function. In Tseng and
Mettler (2015), the authors already proved Theorem 1. How-
ever, they did not find the relationship between the coverage
problem and probabilistic search, so the two problems are
solved individually. The relationship between the two prob-
lems is as follows:

Theorem 2 (Special case of probabilistic search) Maximum
coverage is a special case of maximum cumulative PD under
EPD model if the following conditions hold:

(i) the target probability distribution is uniform,
(ii) g = 1.

Proof The cumulative PD is fp(Sg) = Y./_; P(Sg.i) - &
The coverage is fc(Sg) = ZiTzl C(Sg,i). There are two
major difference between PD and coverage. First, the weight
of each cell in the coverage problem is the same. Second,
the g in PD model is between O and 1. Thus, if the target
distribution is uniform and g equals 1, the objective 1 and 2
are the same.

Since coverage is a special case of probabilistic search
under EPD model, achieving objective 2 also satisfies objec-
tive 1. According to Lemmas 1, 2 and Theorem 1, greedy
approaches give near-optimal solutions for objective 2.
The three objective functions are reduced to two objective
functions— maximum probability and minimum motion cost.
The incorporation of objective 2 and 3 are described next.

3.4 Probabilistic search with motion costs

Considering only objective 2 would be insufficient for robotic
applications, since the robot’s motion cost to visit those sub-
goals sequentially could be excessive. As Fig. 4b shows, the
total motion time is 77 + 7> + T3. Hence, considering both
probability and motion cost is necessary to achieve an effi-
cient search. The unified objective function is reformulated
as follows:

max fp(Sg)
S,CS 8 )
st T(Sg) < Tun,

where Ty, is an assigned motion cost threshold. This problem
can be seen as a submodular maximization problem with
different item costs, which is also NP-hard (Khuller et al.
1999). Fortunately, a near-optimal solution of Eq. 1 can be
found taking advantage of submodularity.

Lemma 3 (Submodularity with non-uniform item costs
(Khuller et al. 1999)) Given a submodular function F :
2N 5 R, a finite set S={1,2,...,N} and the corresponding
item cost T(s) € R, the greedy algorithm is Sg j+1 = Sg.,i U
{arg max;es\sg W} The greedy algorithms
using a partial enumeration technique give (1 — 1/e)OPT
guarantee.

Lemma 3 is similar to Lemma 1 but each item has a differ-
ent cost. Even if each item cost is different, the submodularity
holds and greedy approaches generate near-optimal solu-
tions (Khuller et al. 1999).

However, Lemma 3 cannot apply to motion costs because
the t(s) depends on the given set S4 or Sp. As Fig. 4b shows,
assume S4 = {1}, Sp = {1, 2} and s = {3}. t(s|A) denotes
the motion cost adding subgoal s from the subgoal set S4.
T;, j denotes the motion cost from i-th subgoal to j-th subgoal.
In this example, t(s|A) is the motion cost when the robot at
subgoal 1 moves to subgoal 3. 7(s|A) is 77,3 and 7(s|B) is
T>.3. Hence, 7(s|A) # t(s|B). To prove the submodular-
ity with motion costs, a probabilistic bound is introduced as
follows:

Theorem 3 (Optimality of maximizing PD with motion costs
(Tseng and Mettler 2015)) Given a set of subgoals S chosen
from a ground set of subgoals S by a greedy algorithm, the
following equation holds: fp(Sg) = (1—1/e) fp(Sopr) with
high probability.

where S,p; represents the optimal subgoals chosen
from S.

Theorem 3 shows that the greedy approach for maximiz-
ing PD with motion costs (Eq. 1) generates the near-optimal

solution with high probability. The approximation factor is
T(Sg)
(I —1/e T ). If T(Sg) = T;p, the approximation factor is

1 —1/e. Since the motion cost is always over than 1 s and the
coverage/probability is always less than 1, the motion cost
dominates parts of decisions. In Tseng and Mettler (2015),
the proof shows that the 7'(S,) is very close to T3, with high
probability. Hence, the performance of the selected subgoals
is close to 1 — 1/e with high probability.

This search problem consists of two levels: motion control
and subgoal determination (see Fig. 2¢). If the robot knows
fp and T through precomputation, it can find near-optimal
solutions with high probability. fp can be computed online
through ray-tracing techniques if the number of subgoals (V)
is smaller than 100 and a map is provided. T can be com-
puted online through the Dijkstra algorithm if the number of
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subgoals (N) is smaller than 100 and the grid size is smaller
than 10,000. However, if these conditions are not satisfied,
the robot must learn the two functions as the agent interacts
with the environment. The following section explains moti-
vations for learning two functions.

3.5 Motivations for learning PD and CTG functions

Motivations for learning the PD function are as follows:
First, when a map is not provided or does not include accu-
rate data (e.g., some pieces of furniture are moved), the
robot must learn to search in unknown environments. In
such scenarios, the robot cannot use ray-tracing techniques
to compute fp directly and it needs to explore the cover-
age values of each subgoal. Then, the robot can learn the
fpr based on what it observed. Furthermore, the experiments
show that simultaneous exploration and coverage approach
outperforms exploration-only approaches by utilizing the
submodularity of coverage problems (Heng et al. 2015). Sec-
ond, exploring the invariant property of search problems is
also important. A robot should be able to reuse informa-
tion gained from previously searching an environment when
later searching a new environment. The robot could utilize
reused information to reduce the search computation in var-
ious environments. Third, the learning approach could be
more computationally efficient than ray-tracing techniques.
Although ray-tracing techniques can compute coverage effi-
ciently in 2D environments, computing PD requires the
application of Bayes rule to each grid cell. Hence, batching
some data for learning is an efficient way to approximate PD
functions. In Heng et al. (2015), the authors also indicated
that ray-tracing techniques in 3D environments are infeasible
for real-time motion planning of UAVs.

Fourth, data storage and communication are important
for multi-agent search. For example, if two robots search
cooperatively, they can share their submodular functions.
The number of submodular values is 2%, which is infeasi-
ble for communication. Therefore, compression techniques
must be used. The compressed sensing techniques already
execute sensing and compression simultaneously (Hayashi
et al. 2013). Moreover, they can simultaneously reconstruct
the submodular function via distributed compressed sens-
ing (Chen et al. 2011). Finally, submodular functions can
be applied to many domains. For example, combinatorial
auctions for coalition formation (Vig and Adams 2007),
feature selection problems in graphical model (Krause and
Guestrin 2005) and clustering problems (Narasimhan and
Bilmes 2007) are popular in various robotic applications.
The objective functions of these problems are submodular.
Hence, learning submodular functions can also apply to these
problems.

Receding horizon (RH) trajectory optimization with a
CTG function is proposed to solve guidance problems for
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a UAV (Mettler et al. 2010). In the precomputation stage,
the CTG function is computed based on Dijkstra algorithm
and motion primitive automaton (MPA). In the motion plan-
ning stage, the robot computes velocity commands using
nonlinear programming to achieve minimum-time trajec-
tory planning. However, there is only one goal in guidance
problems while there are N subgoals in search problems.
The amount of precomputation is therefore much heav-
ier for search tasks. For example, if the map is 10m x
10m and CTG resolution is 10cmx 10cmx45°, comput-
ing a CTG takes about 1 min. If N = 100, computing
all CTG functions will take over 1 h. Hence, the motiva-
tion of learning the CTG function is as follows: Learning
from motion data is a way to efficiently approximate CTG
functions. If a small set of simple features can approximate
CTG functions, the robot can learn CTG functions using
reinforcement learning approaches. This can save hours of
precomputation.

If the robot learns both the CTG function at the motion
control level and the PD function at the subgoal level, then
the robot will greedily chooses the subgoals according to the
learned functions until arriving at the K th subgoal or finding
the target. Hence, learning the two functions is the key to
solving efficient search. The definition of the two learning
problems and the collection of the training data are intro-
duced in the two following sections.

4 Learning PD function

Learning a submodular function is a challenging problem
since there are 2"V values based on different discrete sets.
In Balcan and Harvey (2011), approximating a submodu-
lar function over ~/N/log(N) bound can be simplified as
a classification problem. The authors proposed probably
mostly approximately correct (PMAC) learning. However,
approximating a submodular function within /N /log(N)
bound requires an exponential number of samples. In Stobbe
and Krause (2012), the author proposed Fourier sparse set
functions (FSS) to learn submodular functions using com-
pressed sensing techniques. This approach requires fewer
samples. However, it needs more computation. Section 4.1
introduces the FSS concept. Since FSS only works for a
small number of samples (N < 100) due to the time
complexity O(N%), exploring the sparisty in the Fourier
domain could reduce the unnecessary computation. Sec-
tion 4.2 explores the sparsity in the Fourier domain that
can be exploited to reduce the number of bases. Sec-
tion 4.2.2 introduces the proposed Spatial Fourier Sparse
Set (SFSS) for learning PD function. Before introducing
how to learn a submodular function, this section details
the learning PD function problem and how to collect
samples.
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Fig. 6 TIllustration of the PD learning problem. The numbers represent
the feasible subgoals, black circles are subgoal positions, green areas
represent hight probability and black areas represent low probability.
There are five feasible subgoals (n = 5). If the subgoals are at the 2nd
and 4th cells (X5,={0,1,0,1,0}), the corresponding PD (Ps, ) is 0.2

Definition 7 (Learning PD functions) The ground set of
subgoals is S = {1, ..., N}. Given subgoal-PD data X; =
{X(S;), Ps;}, where X(S;) € {0, 1}V represents selected
subgoals, Ps; is the corresponding PD and 1 < i < m, where
m is the sample size. The objective is to find an approximate
PD function fp : {0, 1}V — R,.

Figure 6 illustrates the number of subgoal ground sets
is five. The measurements zp and z4 at 2nd and 4th cells
are assumed to be known. Given this information the sub-
goal set S = {2,4} and corresponding PD (Ps,) are
computed. The subgoal-PD data is Xy = {X(S1), Ps,;} =
{{0, 1, 0, 1, 0}, {0.2}}. As the robot collects enough subgoal-
PD data, fp can be approximated.

The approach to collect the subgoal-PD data is the fol-
lowing: First, once the robot visits the ith-cell, it saves the
z; into the database. Second, the robot randomly chooses
{ny,n2, ..., ng} from the database, where 1 < k; < Kj
and K denotes the maximal number of sampled subgoals.
According to S; = {n1, .., nk,} and z,,,, , the robot computes
the corresponding probability Ps,. Third, the robot saves the
subgoal-PD data (X, Ps,) into X. After repeating the three
steps, the robot has a batch of subgoal-PD data. The follow-
ing subsection describes how to utilize subgoal-PD data to
learn a PD function.

4.1 Fourier sparse set (FSS)

As described in Stobbe and Krause (2012), the compressed
sensing technique can be used to learn submodular func-
tions using fewer samples. As Fig. 7a shows, the robot first
acquires a signal X, 1) via a sensing matrix ®,, ) and col-
lect fa := f(n,1) for learning, where m << n and X, 1) is
the submodular function. The robot has to recover the signal
X (see Fig. 7b). Notice that this is an ill conditioned linear
inverse problem. However, if the signal is sparse in certain
domains, the robot can recover X using sparse regression. As
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Fig. 7 Illustration of the compressed sensing concept. a f(,,1) is col-
lected by the robot after taking measurements from a signal X, 1). The
color cells represent real values and black/white cells represent binary
values (0 and 1 in @ while 1 and —1 in ®.) b The robot has f,, 1) and
tries to recover X, 1). ¢ The signal X is sparse in the Fourier domain.
In this example, m is 8, n is 16 and k is 4. Given ®,, , and f(,,,1), it’s
impossible to recover X, 1) (m < n). But, given ¥, ) and fi, 1),
fB(n, 1) can be recovered (k < m)

Fig. 7c shows, X is the inner product of the transform matrix
O,ny and coefficient fp(,,1). fB(x,1) has only k nonzero
values (so called k-sparsity). Since ® and @ are known, the
reconstruction matrix ¥ can be computed. Although directly
recovering X is impossible, the robot can recover fp(,,1) if
k < m, and then recover X. The signal recovery formulation
is given as:

o o1
fB=argn}m§||fM—lIJfB||2+A||fB||1 2
B

where fp is the submodular function in the Fourier doman,
Jfm 1s a measurement vector of the submodular function, ¥
is a reconstruction matrix, ¥ = ®0, ® is a sensing matrix
and O is a transform matrix.

The key assumption is that the signal is sparse in certain
domains. Hence, it is necessary to find a Fourier domain
where the coefficients of submodular functions are sparse.
In Stobbe and Krause (2012), the submodular function is rep-
resented as a pseudo-Boolean function. Since basis vectors
are composed of binary numbers (e.g., +1 and —1), this trans-
form is a special kind of Fourier transform called Hadamard
transform.

The problem of learning submodular functions can be
formulated as follows: Given the measurement sets A, the
corresponding submodular values fjs and basis sets B, the
goal is to recover the coefficients fB in the Fourier domain.
Once fB is known, the submodular function can be recon-
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structed from any input set S. The steps of FSS learning are
as follows:

(1) Compute reconstruction matrix:
Wi, j1=¥g,(A) = (=)IANE!

(2) Recover Fourier coefficients:
R 1 5
fB= arg min E”fM — ¥ fBll” +AllfBlI
B

(3) Recover submodular functions:

) =Y fva(S)

Be2n

Time and sample complexity are important for learn-
ing. The major computation takes place at step 2, which is
solved by an accelerated gradient descent approach (Beck
and Teboulle 2009). Thus, the time complexity of FSS is
O(Ib?), where I is the iteration number and b is the num-
ber of bases. According to the Restricted Isometry Property
(RIP), the sample complexity is m = O (klog(b)), where k
is the number of nonzero Fourier coefficients (Candes et al.
2006).

The size of bis 37, (7). which is exponentially increas-
ing in presence of higher-order coefficients in the pseudo-
Boolean function. In Stobbe and Krause (2012), the authors
found that second-order pseudo-Boolean functions can
approximate submodular functions. Thus, the size of b is
212:0 (’;) Howeyver, since the number of second-order bases
is b = O(N?) and the time complexity is O (/ b?), the time
complexity is O (I N*), which is infeasible for online learn-
ing. Hence, this approach only works for N < 100. For
example, if N = 100, b = 5101, it cannot be applied to
online learning. In Stobbe and Krause (2012), the authors do
not address the relationship between sparsity in spatial and
Fourier domains, which could be useful to reduce the num-
ber of bases. The relationship is described in the following
section.

4.2 Sparsity in the Fourier domain

To explore the sparsity in the Fourier domains, the cov-
erage of 4 subgoals is transferred to the Fourier domain for
observations (see Fig. 8). Notice that the covered area for the
Ist, 2nd and 3rd subgoals is highly overlapping. But, there
is no overlap between the covered area of 4th subgoals and
the other 3 subgoals. The total number of possible subgoal
sets is 16. Next, the coverage (f37) for the 16 subgoal sets
is computed. The associated basis table is shown in Table 1.
fg can be computed by ¥ ~! f); and as shown in Fig. 8b,
the 6th, 7th, 9th, 13rd, 14th, 15th and 16th coefficients are
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Index of fB

(b) Fourier coefficients

(a) Subgoals

Fig. 8 Illustration of sparsity in the Fourier domain. a The black dash
circles represent the subgoal positions and the blue area represents the
covered area by subgoal #1. b The Fourier coefficients shows that the
6th, 7th, 9th, 13rd, 14th, 15th and 16th coefficients are close to zero

Table 1 Basis Table. For example, the 7th basis represents choosing
the 2nd and 4th subgoals. The table also indicates the order of the bases.
i — th order means choosing i subgoals

Index B B B3 By
Oth order 1 0 0 0 0
1st order 2 0 0 0 1
3 0 0 1 0
4 0 1 0 0
5 1 0 0 0
2nd order 6 0 0 1 1
7 0 1 0 1
8 0 1 1 0
9 1 0 0 1
10 1 0 1 0
11 1 1 0 0
3rd order 12 1 1 1 0
13 1 1 0 1
14 1 0 1 1
15 0 1 1 1
4th order 16 1 1 1 1

zero. The common characteristics of these bases is that The
By values of these bases are 1 (see Table 1). In other words,
4th subgoal is one of these bases’ choosing subgoals.
Based on this example, the relationship between sparsity
in the spatial and Fourier domains is as follows: First, if the
subgoals result in no overlap, the Fourier coefficients of the
corresponding bases is zero. Second, the coefficient values of
higher-order is close to zero with high probability. According
to this finding, if these 7 basis vectors are removed from B, fp
still can predict fj; accurately. In other words, unnecessary
basis vectors can be removed before processing with sparse
regression. Based on the sparsity in the Fourier domains,
the invariant property and interaction patterns in the Fourier
domain are introduced in the following subsections.
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(b) Case 2

(a) Case 1

Fig. 9 Illustration of nonoverlapping coverage. a The overlapping cov-
erage of two subgoals is zero due to the subgoal configuration. b The
overlapping coverage of two subgoals is zero due to the obstacle

4.2.1 Invariant property in the Fourier domain

According to the sparsity in the Fourier domain, skipping
two nonoverlapping subgoals can reduce the number of the
second-order bases. However, there are two cases of nonover-
lapping subgoals. They correspond to the scenarios with and
without obstacles between subgoals. These two cases are
illustrated in Fig. 9. The 2nd case is difficult to compute
since it depends on the subgoal and map configuration. The
Ist case is easy to compute since it only involves two sub-
goal positions and is environment-independent. Thus, before
learning, the bases for all subgoals that fall in the Ist case
can be discarded. After learning, the basis coefficients of the
2nd case are close to zero.

To illustrate the invariant property, Figure 10a, b demon-
strate that two different maps share the same four subgoals.
Their 16 coverage values (X' and X™2) are vary in spatial
domain. After the Fourier transformation, their 1st, 2nd, 3rd,
4th, 5th and 8th values in the Fourier domain are different,
while the other values are zero. In other words, they have the
same sparsity even in different environments.

Since only one area will be covered by two subgoals, the
coefficient of 2nd order term (the 8th value) is non-zero. If an
obstacle occludes the visibility of a subgoal (see Fig. 10c),
there is no overlap between two subgoals, therefore the 8th
value in the Fourier domain becomes zero. In other words,
the 1st case is environment-independent while the 2nd case
is dependent on the environment.

4.2.2 Interaction patterns in the Fourier domain

Search is the interaction among the searcher(s), target(s) and
environment(s). Their interaction patterns affect the learn-
ability of submodular functions. According to compressed
sensing theory, the robot needs O (klogb) samples to recover
the submodular functions. The interaction patterns in learn-
ing are as follows:

fBAE[,‘Ll) 1storder

49
_ 2" order
Fourier o
Transform i@\.@ Q

M,
fB(n,l) 1storder

O
o0 0
e 2" order
Fourier _|o
Transform o0 Q
(b) Sparsity in map 2
M, M,
X(njl) B(n1) 1torder
49
E—— 27 order
Fourier 4 o}
Transform FO—0 Q

(¢) Sparsity in map 3

Fig. 10 Illustration of sparsity in different maps. The white color rep-
resents zero value and the other colors represent different values in
X and fp. There are the same 4 subgoals in two maps. After Fourier
transform, the zero values appear in the same positions

Searcher: The subgoal patterns will affect the number of
b. The less overlap between subgoals’ coverage generates
more sparse coefficients of bases and more basis vectors can
be removed. Environment: The number of & is decided by the
subgoal and map configuration. If there is overlap between
two subgoals’ coverage and there is an obstacle blocking the
overlap areas (see Fig. 10c), this coefficient of basis is zero.
Target: The target’s motion and prior distribution affect the
coefficient values in fp. If the target distribution is 99% in
a certain area, this distribution will generate more sparsity
in fp. According to these findings in the Fourier domain,
Spatial Fourier Sparse Set (SFSS) is introduced next.

4.3 Spatial Fourier sparse set (SFSS)

The major difference between FSS and SFSS is the reduction
of the basis number achieved by exploiting the sparsity rela-
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tionship between the spatial and Fourier domains. The steps
to generate a basis matrix (B) are as follows:

(1) O order basis: assign a zero vector.

(2) 1st order bases: pick () Ist order bases.

(3) 2nd order bases: pick (,;, ) 2nd order bases.

(4) Reduce bases: compute nonoverlapping subgoals and
remove them from 2nd order bases.

Steps 1 and 2 take ({)) + () terms. Step 3 and 4 takes B(})
terms, where 0 < B < 1, which depends on the subgoal
patterns. Hence, the size of b is O (8N?). This approach can
be extended to nth order basis. The advantages of the SFSS
are as follows:

— Reduced basis number: The FSS needs Y"7_, (V) bases
while SFSS only needs Z}:O (1;/ )+ B (g’ )-

— Reduced computation: The computational complexity of
fg is O(Ib%), where I is the number of iterations and b
is the number of bases. Thus, the complexity of FSS and
SFSS are O (Ib?) and O (Ib*B2%), where B < 1.

— Reduced number of samples: The sample complexity of
FSS and SFSS are O (klog (b)) and O (klog(BD)).

— Computational efficiency: Since the elements in ¥ con-
sist of +1/ — 1 and f(S) = W /fp, computing a
submodular value is the summation of elements in fp.

— Data storage and communication efficiency: To save and
transfer 2" submodular values is infeasible. Due to the
sparsity, the number of fp coefficients is only b. The
robot only needs to save fp and send it to the other robots.
In other words, this approach already compressed the data
into a sparse format.

— Invariant property: If the subgoal ground set is the same,
thelearned fp canbe reapplied to the other environments.
The robot only needs to update the nonzero values in fp
instead of 2%V values in the spatial domain.

5 Learning CTG function

Section 5.1 introduces the Q-learning. Section 5.2 introduces
the proposed reinforcement learning algorithm for search.

Definition 8 (Learning CTG functions) Given the current
motion cost At, the robot position (Xg) at time k, and the
subgoal position (X ), the objective is to find an approximate
CTG function T (X g, Xg).

As shown in the scenario described in Fig. 11a, the robot
has five possible actions and chooses the third action. After
arriving at the cell, the robot gets the motion cost (Ar). The
CTG function is approximated through the sequential actions
and motion costs using Q-learning.
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Fig. 11 Tllustration of CTG learning problem and selected features.
a The blue circles represent the current robot position, orange circles
are next possible actions, the black circle is subgoal position, the red
arrow is the optimal action. The robot has five possible actions, (/)
upper left, (2) upper, (3) upper right, (4) turn left and (5) turn right. It
chooses the 3rd action with lowest motion cost (At). b The black circles
are subgoals, the blue circleis robot position and the black line is the
distance between the robot and subgoal. The dash curve represents the
heading difference and the solid curve represents the direction angle. ¢
The subgoal is behind. d The subgoal is not behind

5.1 Q-learning

For the guidance problem, the goal is known, therefore the
CTG map for simple motion primitives is usually solved
offline via Dijkstra’s algorithm (Bellingham et al. 2002;
Mettler and Kong 2008). For search problems, there are N
subgoals. It is infeasible to compute all CTG functions. The
robot has to learn CTG functions online. In Richards and
Boyle (2010), the author adopted reinforcement learning for
CTG function based on a tubular Q-function, which repre-
sents the function values by a table. This approach required
hundreds of episodes* to achieve a good solution. In the
present research, a linear Q-function composed of four fea-
tures is proposed to reduce the number of episodes.

The CTG functionis O = T(Xg, Xg) = > wi fi, where
fi is the ith feature function, w is the weighting vector,
Xr is the robot position and X is the subgoal position.
If X is fixed, the CTG function is a 3D function. Given any
robot position (X g = {x, y, 6}), the motion cost is computed
through the CTG function. The four features are as follows:

4 The number of episodes means the number of trials in reinforcement
learning.
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Fig. 12 Illustration of the learning CTG function process. a The blue
and black circles represent the robot trajectories and goal position. b
The red lines and color cells represent the optimal direction and cost
of CTG function for each cell. The robot is at (1, 1,45°) and the goal
positionis (5, 5, 90°). The CTG value in goal cell (5, 5, 90°) is minimal.
The red line in this cell shows the optimal direction

Distance (d): As Fig. 11b shows, the distance between
the robot and the goal is an important feature in computing
the motion cost. d is computed by the robot position X g and
subgoal position X¢.

Heading difference (A6): As Fig. 11b shows, the heading
difference between the robot and the goal is another important
feature.

Direction angle (¢): As Fig. 11b shows, the angle
between robot heading and the vector X g X is defined as
direction angle. If the robot is heading to the subgoal, the
motion cost should be less. Hence, ¢ is also an important
feature.

Behind: If the subgoal is behind (see Fig. 11c¢), the robot
needs to turn and move toward subgoal. It will take more
motion cost. In this case, this feature value is 1. If the subgoal
is behind (see Fig. 11d), the robot only needs to move toward
to subgoal. It will take less motion cost. In this case, this
feature value is 0.

Figure 12a shows, the robot in a 10 x 10 grid with 45°
heading resolution. The number of feasible states is 800.
The robot chooses the optimal actions (a,) with the mini-
mal motion cost according to the initial CTG function (Q).
Upon arrival at the next cell (s,41), it gets the motion cost
(At) as areward R and uses it to update the weighting vec-
tor of CTG through equation 3. After 5 steps, it arrives at
the goal. The learned CTG function is used to compute the
motion cost for the 800 states. This 3D cell map is called
CTG map. It gives the direction with minimal motion cost
for each cell (see Fig. 12b). After 3—5 episodes, the CTG
function is approximated by Q-learning.

ar = n}lin O(st, ar)
1

AR = [R(si, an) +y min Qsp41, ars1) = OCsr, an)l i
w <« w+ o AR 3)

where s; is the state, a; is action at time ¢, y is the discount
factor, R is the reward and «; is the learning rate.

5.2 Reinforcement learning algorithm

1: while not arriving K™ subgoal (Sg. k)
or not finding the target do

2:  if not arriving current subgoal (Sg x) then

3 a=min Qs ap)

4: execute an action using receding horizon control

5: R(s;, a;) = At A A

6: AR:[R(S,,(J,)-{-V{IIHI]I O(sr+1, arv1) — Qe an)lfi

7 w < w+ o AR

8: if the cell is not visited then

9: save z; to database.

10: end if

11: generate subgoal-PD data X ;

12: batch X ; into X

13:  else

14: randomly choose a subgoal with € probability.

15: S6.k+1=SFSS_subgoal(X;, Sg r, w) with 1 — €
probability.

16:  endif

17: end while

Algorithm 1: Reinforcement learning for subgoals

Algorithm 1 shows one episode of the RL algorithm. Lines
3—7 show the Q-learning for the CTG function. The CTG
function Q is composed of four features and one constant
term. The CTG weighting vector (w) is updated at each step.
Lines 8-10 show the robot saving the measurement z; into
the database if this cell is not visited. Lines 11-12 show
the subgoal-PD data randomly generated from the database.
Lines 14—15 show determination of the next subgoal once the
robot arrives at the subgoal, the robot chooses the subgoal by
SFSS_subgoal algorithm with 1 — € probability or randomly
chooses the subgoal with € probability for exploration. € is
a multiplicative inverse of the number of visited subgoals.
When the robot has not explored any subgoals, € = 1. After
arriving at the K th subgoal, the robot completes this episode
and saves (w, fp) for next episode.

Algorithm 2 shows how to compute near-optimal sub-
goals through SFSS. Lines 2-3 show the subgoal-PD data
are assigned to A and fjs for sparse regression. Lines 5-9
show the computation of ¥ based on A and B. Lines 12—13
show the computation of fp using fastiterative soft-threshold
algorithm (FISTA) (Beck and Teboulle 2009), where o is
the step size of gradient descent, which is decided by a line
search algorithm. Lines 17-19 show the computation of the
submodular values fp and motion cost T using a greedy
algorithm. Line 20 shows the greedy selection of subgoals
based on fp and T'. Once the set with maximum cumulative
PD is chosen, it is set as the next subgoal.

@ Springer



342

Auton Robot (2018) 42:329-351

I: Xsg k+1=SFSS_subgoal(X;, Sg x, w)

20 A1y = Xs(m,1m)

3: fM(m,l) = Xs(m,n:n+l)
4: // Compute basis matrix
5: for i=1,..,m do

6: for j=1,...bdo

7: W ;= (=DANB;
8:  end for

9: end for

10: // Reconstruct fp

11: while not converge do

12: fpus1 =0 (foh — 2029 T (W f5 — fu)

13:  where 7, (fp) = max(|fg| — X, 0)sign(fB)

14: end while

15: // Reconstruct a submodular function

16: for j=1,...,n do

17 S < s5; USGk

18: JfP(S) =2 3 [8(B)Y5(S)

19: T(Xp. Xs)) = X, wi fi(Xg. Xs,)

20: Sp(S) — fp(Sc.k)

T §g < argmax ——————~
s T(sj)

21: end for

22: SGk+1 <S¢ U Sk

23: return Sg k+1

Algorithm 2: SFSS learning for subgoals

‘ Decision I Execution

Greedy algorithm
rsriz)s( S (S 2 )
s1T(8,)<T,

Compute position ) |
Based on odometer
Compute PD : |
T Based on RGBD
Q-learning At Subgoal-PD
i for CTG functions

database
¥
SFSS learning _[ Subgoal-PD J
for PD functions samples
Ir X, |

Perception

Targetand  :
Environment  :

Sensing

Fig. 13 The data flow of the search system

The data flow of the search system is illustrated in Fig. 13.
The system consists of sensing, perception, decision and
execution. The robot perceives RGBD and odometer data.
In the sensing stage, the RGB data is used to compute and
batch subgoal-PD data (X). The odometer is used to com-
pute the robot position (x, y,#). In the perception stage,
(Xy) is used to approximate a submodular function using
SFSS. The motion time Af is used to approximate a CTG
function using Q-learning. In the decision stage, a greedy
algorithm computes the next near-optimal subgoal Sg k1
according to Eq. 1. Once the next subgoal is known, the
robot computes a CTG map for receding horizon control.
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In the execution stage, MINLP computes (v, @) commands
according to active waypoint (X 4w p) and subgoal (Sg x+1)
and the current robot position (x, y, 6).

6 Experiments

To verify the proposed algorithms, three experiments with
different objective functions were conducted (see Table. 2).
In Sect. 6.2, the experiments only consider maximum cov-
erage. The experiment is terminated when 12 subgoals are
found. At that point, the coverage computed with the greedy,
PMAC, FSS and SFSS algorithms are compared. In Sect. 6.3,
the experiments consider maximum coverage with motion
cost. In this case, the experiment is terminated when the robot
finds 20 subgoals.’ The coverage of PMAC+Q and SFSS+Q
are compared, where PMAC+Q presents that the submodular
function is approximated by PMAC while CTG is approxi-
mated by Q-learning. In Sect. 6.4, the experiments consider
maximizing cumulative PD with motion cost. In this case,
the experiment is terminated when the probability of a H-
area is over 90%. The search time of PD and SFSS+Q are
compared. In Sect. 6.5, the complexity and accuracy of learn-
ing approaches are discussed (e.g., PMAC, FSS and SFSS).
In Sect. 6.6, the performance of non-learning models are dis-
cussed (e.g., PD and EPD). The setup is described in the
following section.

6.1 Experimental setup

The experiments were conducted at the University of Min-
nesota’s Interactive Guidance and Control Lab (IGCL) hall-
way (see Fig. 14). The computational platform is a Lenovo
X230 with 2.6 GHZ CPU and 8 GB RAM. The mobile robot
is a Pioneer P3DX equipped with a Microsoft Kinect. The
non-holonomic platform is controlled via the speed (v) and
turn rate (w). The robot gets the odometer from the encoders
and RGBD data from Kinect. The odometer data is used for
computing the robot position. The horizontal field of view
and maximal range of Kinect are 57° and 4 (m), resepc-
tively. The 3D RGBD data is projected to a 2D grid map for
computing the sensing coverage and probability. The target
is an orange soccer ball. It is detected through Hough circle
transform in HSV spaces. The target probability distribution
is updated based on Bayes filter (Tseng and Mettler 2015).
At the subgoal level, the greedy, FSS, SFSS and PMAC
approaches generate subgoals for the motion control level.
b% g denotes FSS takes 2nd order basis. In the EXI, b% 5

is ("0% + (") + ('Y") = 5461. Since the parts of 2nd order

5 InEX1, 12 subgoals can cover the environments over 80%. In EX2,
since the motion cost is considered, the robot needs more subgoals to
cover over 80%.
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;II‘I:;E:;Z gbrjne ;tllt:e functions of Section 6.2 Section 6.3 Section 6.4
xpert Objective EX1 Objective EX2 Objective EX3
g;g fc(Sy) g{lagg fc(Sg) ggg fr(Sy)
s, T(Sg) < Tun s, T(Sg) < Tun
Terminal condition Sl =12 S| =20 P(A)>09
Parameters T = 150 T = 150
g=1

(b) Map, subgoal set and target locations

Fig. 14 1GCL hallway environment. a IGCL hallway picture. b The green circles represent the subgoal positions, lines are heading directions and
numbers indicate the target locations. The target is not beyond the dashed lines

bases are discarded, the b% 515 1491. In the EX2 and EX3,
hss is (3 +(9)+ () +(1%) + (%) = 187. 565, which
is infeasible for online learning. Hence, FSS approaches is
only feasible at 2nd order basis. Since the parts of 2nd and
3rd order bases are discarded, the b% PSS is 3566. PMAC
is solved using the perceptron learning algorithm. FSS and
SESS are solved using FISTA algorithms (Beck and Teboulle
2009). The number of iterations for perceptron and FISTA
algorithms is 500.

At the motion control level, given the current robot
position and AWP, the mixed-integer nonlinear program
(MINLP) computes the optimal velocity commands (v, @)
to reach AWP. The horizon (H) of MINLP has 8 steps. The
neighbor cells around the robot are candidates for AWP. The
robot chooses the cell with the lowest cost as AWP accord-
ing to the learned CTG function. If the distance between
the obstacle and robot is smaller than 0.5 m, the robot needs
to avoid it. The robot will choose a safe AWP based on
VFH (Vector Field Histogram) (Borenstein and Koren 1991).

The velocity commands are updated at 1 Hz and sensor data
is updated 4 Hz. Once the robot arrives at the current sub-
goal, the robot will move toward the next subgoal until the
robot visits all subgoals or finds the target. More details
about MINLP formulation can be found in Tseng and Mettler
(2015).

The map parameters reviewed in Table 3 are as follows:
The grid map of IGCL is built using FastSLAM (Montemerlo
et al. 2003). The map is discretized using 5 by 5 cm cells.
The CTG map resolution is related to the minimal planning
length of a horizon. Based on the velocity constraints, 10cm
is a feasible resolution. The grid map resolution is decided
by the environmental size (10 x 10 m?) and the grid map
size (300 x 300). The subgoal resolution decides the number
of subgoal ground set (). If the resolution is higher, N is
larger. Consideration of computation, the 1.5m x 1.5m x45°
is feasible. There are 13 subgoal locations and each one has
8 heading directions. Hence, the number of feasible subgoal
(N) is 104 (see Fig. 14b).

@ Springer



344

Auton Robot (2018) 42:329-351

Table 3 Map parameters

10mx 10 m

10cmx 10 cm

IGCL hallway map size
CTG map resolution
Scmx 5Scm

1.5m x 1.5 m x45°

Grid map resolution

Subgoal resolution

Table 4 Experiment parameters

N Y o] A K

104 0.9 0.01 5% 107 12

H Vinax Wmax Amax Umax

8 20 (cm/s) 22 (°/s) 5(cm/s?) 11 (°/s%)
b%"SS b%FSS bgFSS

5461 1491 3566

The experiment parameters in Table 4 are as follows: y
is the discount factor of a MDP model. It is the trade-off
between myopic and nonmyopic behavior when pursuing
rewards. When y = 0, the robot is myopic to current
rewards. When y = 1, the robot considers receiving long-
term rewards. Hence y is set as 0.9. «; is the learning rate of
Q-learning. Higher A values decide the sparisty of fp. K is
the maximal number of sampling subgoals. K cannot be too
small (< 2) or too high (> 40). If K is too high, the coverage
values are close to 1. If K is too low, the coverage values are
close to 0. In both cases, the sampling data is not useful for
learning. H = 8 is decided based on the computation cost
of MINLP (< 0.2 s). The maximal velocity and accelera-
tion (Viax, @max > Gmax > %max ) are the trade-off between the
speed and detection rate. For example, higher speeds lead to
image blur, which decreases the detection rate.

6.2 EX1: Coverage experiments

The greedy algorithm generates 12 near-optimal (NOPT)
subgoals offline. These results are used as benchmark. Ten
subgoal-coverage data are collected for evaluation. The cov-
erage obtained with greedy, PMAC, FSS and SFSS are
compared using different numbers of samples (m = 500-
5000). The coverage is computed based on the subgoals
chosen by the learned submodular functions of PMAC, FSS,
and SFSS. Figure 15a shows that when m = 1000, the
SESS outperforms FSS and PMAC. Since FSS have 5461
unknown variables in fp, 1000 samples are not enough to
achieve convergence. PMAC needs large samples to conver-
gence as claimed in Balcan and Harvey (2011). Figure 15b
shows that when m = 5000, the SFSS and FSS outperform
PMAC. Since FSS and SFSS have enough samples, their
performance is close to the NOPT. Figure 15¢ shows that the
predicted error of SFSS and FSS is less than 10% while that
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Fig. 15 Coverage and approximate coverage of NOPT, PMAC, FSS
and SFSS approaches. a The greedy coverage based on PMAC, FSS
and SFSS estimation versus subgoal number K when m=1000. b The
greedy coverage based on PMAC, FSS and SFSS estimation versus
subgoal number K when m=5000. ¢ Approximate coverage of PMAC,
FSS and SFSS versus sample number (m=500-5000) at K = 12. d—f
The measurements are with Gaussian noise

of PMAC is around 10-50%. Since these approaches choose
subgoals based on relatively largest coverage values, better
approximation does not guarantee better a subgoal selection.
For example, the approximation of FSS is closer than that of
SFESS (see Fig. 15¢). However, Fig. 16a, b show that SFSS
coverage is higher than FSS and PMAC coverage.

To evaluate the performance under noisy measurements,
the measurement model is as follows:
fe=Tfc(S)+n, n~N(©, 0% )
where, f. is noisy coverage measurement, fc(S,) is the
ground true coverage given subgoal set S, 1 is a Gaussian
noise with 3%° standard deviation (o).

Figure 15d shows that the approximate coverage of SFSS
and FSS are affected by the noisy data while the approxi-

6 3% is a noisy measurement since the maximal coverage of one subgoal
is less than 15%.
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i

(¢) FSS, C=82% (d) SFSS, C=83%

Fig. 16 Coverage and subgoals of greedy, PMAC, FSS and SFSS
approaches (m = 5000, K = 12). The green circles represent the cho-
sen subgoals, blue areas are corresponding covered area, white areas
are uncovered area, black areas are obstacles and numbers represent
the order of subgoals

mate coverage of PMAC does not be affected. Figure 15e,
show that the noisy data does not significantly affect cover-
age of the three approaches. Hence they are robust to noisy
measurements. Since FSS and SFSS are solved based on
FISTA, which is a least square method, they are robust to
noisy data. PMAC method involves projecting submodular
data to upper/lower bounds, then use a classifier to approx-
imate a submodular function. This explains why the noise
resistance of PMAC is good (see Fig. 15d). However, it also
implies that its performance will not be improved even if
accurate data is provided.

EX1 shows that the coverage and mean predicted error of
FSS and SFSS outperform that of PMAC using the same size
of samples. Since SFSS discards parts of 2nd order bases, it
converges faster than FSS. Since PMAC chooses the relative
maximal coverage from subgoal ground set even if its pre-
diction is not accurate, the result shows that PMAC coverage
still can generate subgoals with 77% coverage. Although FSS
and SFSS have similar coverage performance, SFSS compu-
tation is 10 times faster than FSS (see Sect. 6.5).

6.3 EX2: Coverage with motion cost experiments

To further consider the motion cost, the objective func-
tion EX2 shown in Table 2 is used. The experiments are
terminated when the robot visits 20 subgoals. Since the com-
putation of FSS is too high for online learning, the PMAC+Q
and SFSS+Q coverage are compared and both approaches are
executed for 20 episodes. The learning algorithms are shown
in Algorithm 1 and 2. In the first episode, the robot only

95
90 fg 0.6
85 @O 055
X 80 ED, 05
E)’ (5]
S 75 E 045
©
o 70 % 04
3 & o03s
3§ e g o
o
60 2 o3
Q
55 ——pwaca] © 025
50 —— SFSS+Q 02
0 5 10 15 20 0

Episodes Episodes

(a) Coverage (b) Coverage rate

Fig. 17 Coverage and coverage time of PMAC+Q and SFSS+Q
approaches

W

(d) SFSS+Q, 20th episode

Fig. 18 Comparison of coverage and subgoal configuration for
PMAC+Q and SFSS+Q approaches at 8th and 20th episodes

knows the subgoal-coverage data in the starting point and
needs to explore new subgoals. The robot chooses the nearest
unexplored subgoal for the exploration mode and chooses the
next subgoal based on learned functions for the exploitation
mode. The probability of exploration decreases as the number
of the episodes increases. After 10 episodes, the PMAC+Q
and SFSS+Q already explored all subgoals.

During episodes 1-10, since the robot explores new sub-
goals with high probability, the PMAC+Q and SFSS+Q
coverage increase as the number of episodes increases (see
Fig. 17a). Since the SFSS approximation is more accurate
than PMAG, it chooses better subgoals than PMAC+Q when
in exploitation mode. Figure 18a, c show that SFSS+Q cov-
erage is higher than PMAC+Q coverage at 8th episode.

During episodes 11-20, since the robot is always in
exploitation mode, the subgoal selection is based on learned
functions. SFSS approximation is accurate, therefore its cov-
erage is over 85% after 10 episodes (see Fig. 17a). Since
PMAC approximation is not accurate, and has lower values
than true coverage (see Fig. 15¢), the motion cost dominates
the subgoal selection procedure. Hence, PMAC+Q chooses
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Table 5 Overview of the algorithms tested in the EX3

Approaches The ways to compute fp and T

PD fp is computed through ray-tracing techniques
offline and 7' is computed through Q-learning
offline PD model considers the maximal PD within
4 steps

CQ fp is computed through ray-tracing techniques
offline and 7 is computed through Q-learning
offline

SESS#10 fp is computed through SFSS online and 7 is
computed through Q-learning online

SESS#20 fp is computed through SFSS online and 7 is

computed through Q-learning online

low motion cost subgoals (see Fig. 18b), as a result the cover-
age rate of PMAC+Q is around 0.3 while that of SESS+Q is
around 0.5 (see Fig. 17b. The coverage of PMAC+Q selected
subgoals is lower than 60% (see Fig. 17a).

This experiment shows that the inaccurate approximation
leads PMAC+Q to choose neighbor subgoals, which could
result in low coverage (see Fig. 18b). In other words, PMAC
approximation accuracy does not affect coverage when the
motion cost is discarded but it seriously affects coverage
when motion cost is accounted for.

6.4 EX3: Search with motion cost experiments

To further consider the sensing uncertainty, the objective
function EX3 shown in Table 2 is used. Non-learning
approaches (e.g., PD and CQ) and learning approaches (e.g.,
SFSS#10 and SFSS#20) are compared (see Table 5). Non-
learning approaches utilize map information to compute fp.
Learning approaches do not utilize the map information to
compute fp. The PD method considers the maximal PD
values within 4 steps and only move to the 8 neighbor
subgoals (see Definition 4). The coverage+Q (CQ) method
adopts the proposed objective function (see Eq. 1). The
SESS#10 and SFSS#20 are the SFSS+Q approaches at 10th
and 20th episodes. To evaluate the search performance of
four approaches, the search time and successful rate are com-
pared. For each approach, the robot searches for the target
100 times. The target is put at different locations for each
time. If the robot cannot find the target before Ty, the search
time is Tyj,.

Figure 20a—d show that the PD approach reaches maximal
coverage within 4 steps. Due to the motion constraints of the
PD model (e.g., moving to neighbor subgoals), the robot does
not cover the upper left side of the room, therefore, it cannot
detect the target at 5th, 6th and 9th locations, and the success
rate is 70% (see Fig. 19b). Figure 20e—h show that the CQ’s
behavior involves turning on the spot of original position,
and then searches the left and right side of the room. The
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Fig. 19 Search time and success rate of PD, CQ, SFSS#10 and
SFSS#20 approaches

robot can cover over 90% area using only 15 subgoals (see
Fig. 20c). Figure 19 shows that for non-learning approaches,
the CQ’s search time is almost 2 times faster than that of PD.

For learning approaches, Figure 20i-1 show that the
SFSS#10’s behavior is to turn on the spot at the original
position, move forward and then search the right side of the
room. Since the fp is not accurate enough, the robot cannot
detect the target at Sth and 9th locations and the success rate is
80% (see Fig. 19b). Figure 20m—p show that the SESS#20’s
behavior is to turn on the spot at the original position, then
search the left and right sides of the room. Figure 19 shows
that for learning approaches, the search time of SFSS#20 is
faster than that of SFSS#10, since the fp is more accurate.

The CQ demonstration for target at location 7 is illustrated
in Fig. 21. At time 13 (s), the robot visits the 5th subgoal (see
Fig. 21a, e, i). Since the robot already searched for most area
from the original position, moving to another position will
give more coverage. At time 47 (s), the robot explores most
space on the left side and starts to search the new space on the
right side (see Fig. 21b, f, j). At time 66 (s), the robot visits
the 8th subgoal and explores the space on the right side (see
Fig. 21c, g, k). Since the target is beyond the Kinect sensing
range (< 4m), the target cannot be detected. At time 73 (s),
the robot detects the target at location 7 several times before
arriving at 10th subgoal (see Fig. 21d, f, 1). The probability
of H-area is over 90%. Based on these results, the robot has
been able to successfully find the target.

These experiments demonstrate that for non-learning
approaches, CQ outperforms PD. Meanwhile, learning
approaches SFSS#10 and SFSS#20 outperform PD even if
the map information is not utilized. SESS#20 shows that the
robot can search for the target by selecting near-optimal sub-
goals based on approximated fp and T, and it can converge
within 10+ episodes.’

7 SFSS can converge within 2000-3000 samples but it needs to explore
the environment. Hence, it takes 10+ episodes.
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(m) K=1~4

(n) K=1~8

(0) K=1~14 (p) K=1~20

Fig. 20 Subgoals coverage of PD, CQ, SFSS#10 and SFSS#20. a—d PD. e-h CQ. i-1 SESS#10. m—p SESS#20. The blue area is the covered area,
green circles are subgoals positions, and the number is the index of subgoals

6.5 Complexity and accuracy analysis

Table 6 shows the time and sample complexity of PMAC,
FSS, and SFSS. In the EX1, N is 104, b is 5461, B is 0.27, k
is 1400, € is 0.1 and § is 0.1. The time complexity of the three
approaches is as follows: Since b = O (N?), b is bigger than
N. Based on time complexity, PMAC is faster than SFSS and
FSS. Since 8 < 1 holds, SFSS is faster than FSS.

The sample complexity of three approaches is as follows:
As Table 6 shows, given these parameters, the needed sample
number for PMAC, FSS and SFSS are about 248166, 5232
and 4442, respectively. As EX1 shows that PMAC needs
large amount of samples to converge while SFSS and FSS

only need a few thousand. Since the number of bases used
by SESS is fewer than for FSS, its convergence is faster.

In summary, the complexity of the three approaches is
as follows: First, PMAC is the most efficient algorithm to
approximate submodular functions since it only uses N + 1
variables to describe them. On the other hand, it is impossible
to describe 2V values using N + 1 variables so its prediction
is not accurate. It also needs large training samples. Second,
SESS and FSS need O (N?) bases, hence its time complexity
is more than PMAC complexity. But the two approaches need
fewer samples to approximate submodular functions. More-
over, at the same sample number, the prediction achieved
with FSS and SFSS are more accurate than that of PMAC.
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(i) t:-13 (j) t=47

Fig. 21 Search using CQ. a—d RGB image frames at times t=13, 47,
66 and 73 s. Pink circles represent the detection of the target. e-h Cover-
age human machine interface (HMI) and i-1 PD HMI at selected frames.
The green area and black area represent higher and lower probability
in the logarithmic form. The red rectangle represents the H-area, the
yellow rectangle is detected area, red line is the field of view (FOV), the

Table 6 Complexity of PMAC, FSS and SFSS

(k) t=66

) t=73

yellow circle is robot position. The image frames show: t=13: the robot
arrives at Sth subgoal; t=47: the robot arrives at 8th subgoal; t=66: the
robot arrives at 9th subgoal but the target is too far to detection; and
finally at t="73: the robot detects the target and the probability of H-area

is over 90% before arriving at 10th subgoal

PMAC FSS SESS
Computational complexity O(MN?) O(Mb?) O(MB2b?)
Sample complexity 0B [og3N) O(Klogh) 0 (Klog(Bb))
Notation M the number of iterations b: the number of bases B: reduction rate

N': the number of subgoals

4: the probability of that the
Sample is not correctly classified
€: the probability of that

The estimated submodular value is
Not within +/N/ log(N) bound

K : the number of nonzero coefficients
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Finally, since SFSS requires fewer bases than that FSS, the
time and sample complexity of SFSS is less than that of FSS.
In the EX1, SESS only needs 85% of the samples needed by
FSS, and SFSS’s computation is 13 times faster than FSS.
Hence, considering accuracy, sample number and compu-
tation, SFSS is the best approach for learning submodular
functions. The results of three experiments also support this
complexity analysis.

6.6 PD and EPD model

The proposed objective function in Eq. 1 adopts EPD model
(see Definition 5). The major difference between the orig-
inal PD model and EPD model is the path constraint. The
PD model only considers neighbor subgoals while the EPD
model considers all subgoals. As Fig. 14 shows, there are
8 directions for each subgoal. If the robot is at the original
subgoal and tries to find 10 steps, such that the PD is max-
imal using branch and bound, the computation is 8'0. If the
robot adopts greedy algorithms and the path constraints are
skipped, the computation is 104 x 10. In the EX3, PD takes 1
hour to find 20 subgoals while CQ using the EPD model takes
5 seconds to find 20 subgoals. Moreover, the EPD approach
gives a near-optimal guarantee. In other words, breaking the
path constraints will generate more branches, but the greedy
approach will give near-optimal solution with linear time
complexity due to the submodularity.

7 Discussion and future Work
7.1 Extensions to different robots and sensors

The proposed method is applied to a mobile robot with Kinect
ina2D grid map. To apply the method to different robots with
different sensors in a 3D environment, some parameters need
to be changed as follows:

First, changing the sensors affects the sensing range and
FOV of the sensors. Since coverage computation is through a
ray-tracing technique, this technique can be applied to 2D or
3D sensors (e.g., UTM-30LX laser scanner, Asus Xtion and
downward facing cameras) (Renzaglia et al. 2012; Charrow
etal. 2015). The covered area is computed based on the range
and FOV of sensors. Hence, the users only need to modify
the range and FOV parameters.

Second, changing the robot affects parameters of MINLP.
CTG and receding horizon control approaches are originally
proposed for aerial robots (Mettler and Kong 2008). The
velocity, acceleration constraints and kinematic models in
MINLP need to be changed according to the new robots’
parameters. The processes of learning PD and CTG func-
tions are still the same. Therefore, the proposed method can
be applied to different robots and sensors.

7.2 Future work

Since search encompasses the interaction between the
searcher, target, and environments, future work will con-
sider the following questions: First, finding better subgoal
patterns can reduce the number of basis and training samples.
One possible way is to analyze human subjects’ subgoal pat-
terns. Their subgoal patterns could inspire new algorithms to
generate subgoal patterns which have sparsity in the Fourier
domain. Second, it would be even better if what is learned
during search could be reused by the robot in a new environ-
ment. Transfer learning technologies could give some clues
about this question. Third, if the target is moving, the PD
function becomes a time-varying submodular function. Ana-
lyzing the PD function in the Fourier domain could find the
invariant properties for dynamic targets. Finally, based on
existing technologies, human recognition ability still out-
performs robots (e.g., detect and classify targets). Forming
efficient human-robot search teams requires integrating them
according to their respective strengths. Thus, how to allocate
subtasks and design user interfaces are potential topics for
cooperative search.

8 Conclusion

This paper presents a learning framework for efficient robotic
search. The core element of the framework is a reformulated
objective function combining maximal cumulative PD with
motion cost. The robot planning is formulated as a sequence
of trajectories segments defined by a finite set of subgoals
with associate cost-to-go (CTG) functions. Since the PD and
CTG functions depend on the environment, the robot has to
learn the two functions. Learning is formulated using SFSS
and Q-learning through sequential actions and perceptions.
The robot chooses near-optimal subgoals based on the two
functions until the target is detected.

The main contributions of this research are as follows:
First, a reinforcement learning algorithm is proposed for
solving search tasks. In other words, the robot can improve
its search performance using data from its past experience.
To the best of our knowledge, this is the first online learn-
ing approach for solving search tasks. Second, the proposed
SESS approach utilizes the sparse property of Fourier coef-
ficients to reduce the number of bases without decreasing
accuracy. To the best of our knowledge, the sparsity in the
Fourier domain for learning submodular functions have not
been investigated. The SFSS is the first algorithm exploit-
ing this concept. Third, due to the submodularity, the learned
subgoals give (1 —1/e) of the optimum with high probability.
Finally, the experiments show that the proposed method (e.g.,
SESS and CQ) outperforms existing learning approaches by
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a significant margin (e.g., PMAC and FSS) and benchmark
models (e.g., PD).
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