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Abstract
Ionosphere anomaly can cause large spatial gradients in the double-differenced carrier phase (DDCP) measurements. Tak-
ing advantage of this characteristic, the ionospheric gradient monitor (IGM) is designed with multiple ground reference 
stations to detect threatening ionospheric gradients for safety of life applications. An optimal IGM should be most sensitive 
to ionospheric gradients and least sensitive to other errors. However, current IGM suffers from the influence of tropospheric 
error, which can degrade monitor performance under extreme weather conditions by causing risks of false alarms and missed 
detections. To address this issue, an alternative IGM is proposed using the geometry-free combination of DDCP as the test 
statistic. Ambiguity resolution procedure is designed for estimating the ambiguity term in the test statistic. The risk induced 
by the wrong ambiguity fix and tropospheric error are analyzed and bounded with required averaging period and minimum 
baseline length. The results show that the proposed theoretical IGM is capable of achieving probability of false alarm of 
10–8 and probability of missed detection of 10–6 with a filtering period of 612 s and baseline length of 371.7 m or a filtering 
period of 544 s and baseline length of 384.4 m. The experimental results using data collected from Hong Kong Satellite 
Positioning Reference Station Network demonstrate that the performance of the proposed theoretical IGM is comparable to 
that of the existing detection algorithm.
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Introduction

An ionospheric anomaly can result in large spatial and tem-
poral decorrelations between the ground subsystem and the 
airborne receiver. This makes it unpredictable and chal-
lenging for integrity monitoring, especially at low latitudes 
with more active ionosphere behavior. The spatial gradient 
is modeled as a linear front with a unit of millimeters per 
kilometer (Lee et al. 2017; Luo et al. 2004). The magni-
tude of spatial gradient varies greatly between nominal and 
abnormal conditions. Under nominal conditions, the spatial 
gradient is on the order of several millimeters per kilometer 
of separation between receivers. However, under ionospheric 
anomaly, it can reach hundreds of millimeters per kilom-
eter (Pullen 2000; Pullen et al. 2009). For example, in the 

Conterminous United States (CONUS), the nominal value 
of ionospheric spatial gradients is approximately 4 mm/km 
(Lee et al. 2017), while during anomalous conditions, an 
ionospheric spatial gradient larger than 400 mm/km has been 
observed in the CONUS (Pullen et al. 2009). Such a large 
gradient can result in significant positioning error at user’s 
position. To exclude the faulty satellite before being used for 
relative positioning, ionosphere monitors that are sensitive 
to the ionospheric gradient are designed.

Like the payload code-carrier divergence (CCD) fault, 
ionosphere anomaly also results in a divergence between 
code and carrier. The CCD monitor implemented both in 
ground and airborne subsystems can also be used to detect 
an ionosphere gradient with a certain velocity (Brenner 
and Liu 2010; Jiang et al. 2017). Furthermore, a relative 
ionospheric gradient monitor (IGM) that is not dependent 
on the history of measurements was designed using double 
differenced carrier phase (DDCP) measurements as the test 
statistics (Jing et al. 2012; Khanafseh et al. 2012; Belabbas 
and Meurer 2012; Reuter et al. 2012). For simplicity, the 
relative IGM is referred to as IGM in the following text. The 
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DDCP is formed by two reference stations observing two 
satellites (one reference satellite and one non-reference satel-
lite). A fault-free satellite is chosen as the reference satellite 
by another “executive” monitor based on the assumption that 
the ionospheric gradient does not impact all satellites. This 
assumption is considered as reasonable for a few reasons: 
1, typically worst case ionospheric gradient for GBAS are 
gradients that my happened between the user and the refer-
ence stations, and thus unlikely to impact all satellites at the 
same time geometrically; 2, even if the ionospheric gradient 
impacts all satellites equally, then it will be common and 
similar to a receiver clock bias (therefore, either estimated 
as such, or eliminated in the differential process); 3, since 
the IGM is applied utilizing snapshot estimation process, 
there is no memory or filter of previous faults, and therefore, 
the previous point stands; 4, if it is impacting all satellites 
but in different magnitudes, then as long as the difference is 
smaller than the threshold, the effect on position domain is 
smaller than the alert limit. Based on the assumption that the 
reference satellite is not affected by the ionospheric gradient 
or ionospheric fault, the IGM determines whether the non-
reference satellite is affected by the ionospheric gradient by 
comparing the DDCP test statistics with its threshold. The 
IGM issues an alert for the non-reference satellite when its 
test statistics exceed the threshold. All non-reference satel-
lites are monitored by the same process one by one indepen-
dently. In other words, the IGM is able to detect the satellites 
affected by the ionospheric gradients even when most satel-
lites are affected by the gradients.

The IGM plays an important role in limiting the mag-
nitude of differential range error when other monitors fail 
to detect the ionospheric anomaly that is almost stationary 
relative to the reference station (Harris et al. 2011). How-
ever, the DDCP formed by a reference satellite and a non-
reference satellite (NRS) in IGM assumes that the reference 
satellite (RS) is fault-free. In other words, the IGM cannot 
distinguish whether the detected fault is on the RS or on the 
NRS. To address this issue, Jiang et al. (2023) proposed a 
method that uses multiple hypotheses to detect the fault on 
both the RS and NRS simultaneously.

Currently, only GPS L1 measurements are used in civil 
aviation, and L2 frequency is not employed by civil aviation 
because it is not in an aeronautical radionavigation service 
band (Marini-Pereira et al. 2021). The GPS L5 and Galileo 
E5 signals have been approved for use in civil aviation and 
will be applied to civil aviation in the future (Circiu et al. 
2017). With dual-frequency measurements, smoothing tech-
niques including the ionosphere-free (IFree) and divergence-
free are considered to remove the first-order ionospheric 
effect (Hwang et al. 1999). The cost with dual-frequency 
techniques is the inflated position error (Felux et al. 2015). 
To address this issue, a feasible solution is to continue using 
single frequency for positioning in the nominal case and 

the dual-frequency solution is only adopted when iono-
sphere monitors trigger any alarm (Felux et al. 2017). For 
integrity monitoring, dual-frequency signals can be used to 
enhance the monitor performance by exploring frequency 
diversity. For example, a wide-lane (WL) combination of 
DDCP measurements was proposed as the test statistic of 
IGM (Patel et al. 2020). The WL ambiguity is easier to be 
resolved than the L1 ambiguity for newly acquired and re-
acquired satellites. However, the standard deviation of test 
statistics is also inflated, making it more difficult to meet the 
integrity requirement.

After compensating the residual range by the sur-
veyed position of reference stations, the DDCP measure-
ments still contain residual ionospheric error, tropospheric 
error, ephemeris error, multipath and noise. If a satellite is 
impacted by an ionosphere anomaly, troposphere anomaly, 
or ephemeris fault, a spatial gradient is generated in the 
DDCP measurements. With the single fault assumption, the 
probability that an ionospheric fault and an ephemeris fault 
occur at the same time in one satellite is considered negli-
gible. Hence, the residual ephemeris error is assumed as 
nominal and on the order of a few centimeters.

Under dry weather conditions, the residual tropospheric 
error is small and can be well modeled, while the behav-
ior of tropospheric anomaly cannot be accurately described 
by a Gaussian distribution. Troposphere anomaly happens 
under extreme weather conditions such as thunderstorms, 
and their prior probability varies with weather, location, and 
season. Since the troposphere is located in the lower atmos-
phere, it can impact multiple satellites at the same time. 
Therefore, the probability that an ionosphere anomaly and a 
troposphere anomaly exist at the same time in one satellite 
cannot be neglected. Based on previous observations, the 
troposphere anomaly is not hazardous enough to be charac-
terized as a threat to users (Alexander et al. 2014; van Graas 
and Zhu 2011; Guilbert et al. 2017). However, the spatial 
gradient in DDCP measurement caused by the tropospheric 
anomaly can induce extra risk which is not considered in the 
design of current IGM.

When reference stations have similar heights, there is no 
need to consider the vertical variation of water vapor under 
extreme weather conditions. The distance between reference 
stations is typically shorter than the airport runway length, 
e.g., less than 5 km. However, based on the current meas-
urement of the horizontal variation of water vapor under 
extreme weather conditions, the possibility of a large tropo-
sphere anomaly within this distance cannot be ignored. For 
example, International Civil Aviation Organization (ICAO) 
reported an unexpected atmospheric behavior pointing to the 
non-modeled tropospheric error with a magnitude of around 
115 mm/km in the DDCP measurements (Alexander et al. 
2014). Also, a tropospheric spatial decorrelation error of 
41 cm caused by tropospheric anomaly was observed over 
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a 5 km baseline near Athens, OH (van Graas and Zhu 2011; 
Huang and van Graas 2006; Huang et al. 2008). In addition 
to the extra risk of false alarms (FA), the tropospheric anom-
aly occurring at the same time as the ionospheric anomaly 
with gradients of opposite signs can also result in the risk of 
missed detections (MD).

Various methods have been proposed to bound the risk 
induced by troposphere anomaly in IGM. One intuitive way 
is to increase the standard deviation of the test statistics. 
However, this can degrade the monitor performance by 
increasing the probability of FA ( PFA ) and probability of 
MD ( PMD ) (Khanafseh et al. 2012). Another method is to 
use the ‘time-interval’ monitor, which distinguishes between 
the tropospheric and the ionospheric gradients by observing 
the characteristics of the accumulated carrier phase errors 
when a gradient is detected by the IGM (Jing et al. 2014). 
However, the ‘time-interval’ is not a real-time monitor as it 
involves a detection delay after the fault occurs. A different 
method involves using two parallel baselines that are 1 km 
apart, considering that tropospheric anomaly is more often 
perceived as a local phenomenon than ionospheric error 
(Patel et al. 2020; Jiang 2020). However, with the tradeoff 
relationship between continuity and integrity, this method 
improves service continuity by scarifying service integrity.

To overcome the limitations of previous methods, a 
geometry-free (GF) combination of DDCP measurements 
is proposed in this paper as the test statistic with tropo-
spheric error removed from the test statistic. Although the 
risk of tropospheric error in the test statistics is eliminated, 
the ambiguity in the test statistics is not separable from the 
tropospheric gradient under troposphere anomaly. Therefore, 
this paper designs the methodology of bounding the risk of 
wrong ambiguity fix in order to meet the required PFA and 
PMD.

First, the GF test statistic of IGM is described. Then, to 
resolve the ambiguity in the test statistic, an integer ambigu-
ity method is examined with derived performance minimum 
to meet the CAT III requirements. The residual tropospheric 
error induced by the maximum observed tropospheric gradi-
ent and the extra risk caused by wrong ambiguity resolution 
are constrained in the integer ambiguity method. Finally, we 
present the final remarks and conclusions.

Geometry‑free test statistic

Figure 1 depicts an aircraft during its landing approach 
towards a runway, following a glide path angle and reach-
ing a glide path intercept point (GPIP). The aircraft requires 
fault-free measurements for positioning at the decision 
height (H) which is typically 5 km from GPIP. Two antennas 

forming a baseline of hundreds of meters parallel to the run-
way are used to detect the threatening ionospheric gradient 
along the direction of runway.

The ionospheric spatial gradient, i.e., spatial decorrela-
tion, is modelled as a linear change in vertical ionospheric 
delay as shown in Fig. 2. The typical range of the gradi-
ent width is from 25 to 200 km, and the magnitude of a 
threatening gradient is larger than 200 mm/km (Luo et al. 
2004). Since the distance among the aircraft and ground 
antennas is much smaller compared with the distance to 
satellites, the satellite signals of aircraft and ground anten-
nas are approximately parallel. Considering the direction 
of anomalous ionosphere gradient is along the runway and 

Fig. 1   Illustration of landing approach and antenna baseline configu-
ration

Fig. 2   Side-view of an aircraft and an ionospheric spatial gradient
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ground antennas are installed at the end of the runway, 
if the anomalous ionosphere gradient impacts the ground 
antennas, the aircraft is very likely to be impacted by the 
same anomalous ionosphere gradient. In other words, the 
ionospheric gradient measured by the antennas can reflect 
the gradient that affects the aircraft.

After double-differencing between two satellites and 
two reference receivers with baseline around several 
hundred meters, the common errors such as satellite and 
antenna phase center variation and phase wind-up cor-
rection are canceled in the DDCP measurements. Using 
precisely surveyed coordinates of the ground receivers, the 
geometric range is compensated beforehand. The residual 
errors in the DDCP measurement are expressed as,

where �1 is the DDCP measurement of L1 frequency with 
the subscript used to note the frequency; �1 is the wavelength 
of L1 signal; N1 is the integer ambiguity of L1 DDCP; I1 is 
the residual ionospheric error; Tr is the residual tropospheric 
error; E is the residual ephemeris error; ��1

 is the residual 
multipath and noise with a standard deviation (sigma) of 
�p . Since the baseline between two ground reference receiv-
ers is parallel to the runway, the residual ionospheric error 
can be approximated by the product of the ground baseline 
length xab and magnitude of ionospheric gradient giono (Luo 
et al. 2004). Although the true ionospheric gradient can-
not be obtained due to the existence of multipath and noise, 
the DDCP can reflect the ionospheric gradient condition. In 
particular, the DDCP is larger when the ionospheric delays 
between the antenna are less correlated (a larger giono ), 
which also indicates a larger giono between the aircraft and 
the ground facility. Therefore, based on DDCP as the test 
statistic, the relative IGM is able to issue alerts for threaten-
ing gradients when DDCP exceeds the pre-defined threshold. 
The errors of multipath and noise are considered into the 
pre-defined threshold by meeting required PFA.

In order to mitigate the impact of residual tropospheric 
error, the GF combination of DDCP measurements is pro-
posed as the test ( ts ) statistic of the IGM,

where both T  and E are eliminated by the difference.
Considering the correlation between L1 and L5 sig-

nals, the sigma of ��5
− ��1

 can be bounded by �ts ≤
√
2�p , 

assuming the sigma of ��1
 and ��5

 are the same. With the 
antenna phase variation calibrated, �p is overbounded as 
0.6 cm (Khanafseh et al. 2012), and �ts is bounded by 
0.85 cm. With the tropospheric error and ephemeris error 

(1)�1 = �1N1 − I1 + Tr + E + ��1

(2)

ts = �5 − �1 −
(
�5N5 − �1N1

)
=

(
�2
1
−�2

5

�2
1

)
I1 + ��5

− ��1

eliminated in the GF combination, the residual ionospheric 
error results in a spatial gradient that can be used to detect 
the ionospheric anomaly on the condition that the ambi-
guity term �5N5 − �1N1 can be estimated with sufficiently 
high precision.

Integer ambiguity method

The integer ambiguity method addresses the issue of fixing 
the ambiguities by recovering the integer nature of N1 and 
N5 . This method has the advantage that no extra noise is 
introduced from ambiguity estimation process to the test sta-
tistic. A cascaded integer ambiguity method is proposed for 
ephemeris monitor with L1 DDCP as the test statistics (Jiang 
2020). The WL ambiguity Nw ( Nw = N1 − N5 ) is estimated 
first, followed by the estimation of N1 (Jiang 2020). With its 
performance demonstrated to be better than other methods, 
this method is adopted herein. First, Nw is estimated by the 
Hatch-Melbourne-Wübbena (HMW) combination (Patel 
et al. 2020; Jiang 2020),

where vw is the HMW combination; �w =
f1�1−f5�5

f1−f5
 is the WL 

phase combination of DDCP measurements with f1 and f5 
as the frequencies of L1 and L5 signals, respectively; 
Rn =

f1R1+f5R5

f1+f5
 is the narrow-lane combination of double-

differenced code measurements of L1 and L5 frequencies 
( R1 and R5 ); �R1

 and �R5
 are the residual multipath and noise 

in R1 and R5 , respectively; The sigma of �R1
 and �R5

 denoted 
as �c is assumed to be the same and bounded by 84 cm 
(Khanafseh et al. 2017). �w =

c

f1−f5
 is the WL wavelength 

with c as the speed of light; vw is free of ionospheric, tropo-
spheric, and ephemeris errors, and the residual multipath 
and noise in vw can be effectively reduced by averaging 
among multiple epochs. The sigma of the dominating code 

error in (3) is bounded by �cn ≤
√

f 2
1
+f 2

5

(f1+f5)�w
�c assuming inde-

pendency between L1 and L5 code measurements. With �c 
bounded by 84 cm, �cn can then be bounded by 60 cm.

The probability of correctly fixing Nw indicated by 
P(CFw) is expressed as,

where vw − Nw follows a zero mean Gaussian distribution 
with sigma of �cn.

After the WL integer ambiguity is estimated as N̂w , N1 is 
then estimated by an IFree statistic,

(3)vw =
�w−Rn

�w
= Nw +

f1��1
−f5��5

(f1−f5)�w
−

f1�R1
+f5�R5

(f1+f5)�w

(4)P(CFw) = P
(
||vw − Nw

|| <
1

2

)
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where v1 is formed to eliminate the ionospheric component; 
the sigma of the residual multipath and error in (5) is 

bounded by �pg ≤
√

f 4
1
+f 4

5

f 2
1
�1−f

2

5
�5
�p . With �p bounded by 0.6 cm, 

�pg is then bounded by 14.3 cm. The probability of correctly 
fixing N1 based on a correctly fixed Nw indicated by 
P(CF1|CFw) is,

where v1 − N1 follows a zero mean Gaussian distribution 
with sigma of �pg.

The dominating error in (3) is code multipath and 
noise, which is independent of the residual errors in (5). 
Assuming the independence between (3) and (5), the 
probability of correctly fixing N1 denoted as P(CF1) is 
expressed as,

 As N5 is determined by N5 = N1 − Nw , the probability of 
correctly fixing N5 is equal to P(CF1).

During the ambiguity resolution process, the wrong 
ambiguity fixes of Nw and N1 , i.e., IFw and IF1 can cause 
risks of false alarm and missed detection by deviating the 
distribution of the test statistics from zero. These risks 
should be considered and bounded by selecting appropri-
ate averaging time. It should be noted that although the 
tropospheric effect is eliminated in the test statistics, it 
persists in N1 estimation. To constrain the troposphere-
induced risk under extreme weather conditions on v1 , the 
worst-case tropospheric anomaly is accounted for as a 
bias. The troposphere gradient of 115 mm/km is adopted 
in this study (Alexander et al. 2014). Considering the 
ephemeris error and troposphere error are not separable 
within the DDCP measurement, the residual nominal 
ephemeris error is assumed to be already included in the 
troposphere gradients. The magnitude of the tropospheric 
gradient is denoted as gtrop . Both the tropospheric and 
ionospheric errors increase with the increase of base-
line length. Larger ionospheric errors can be more easily 
detected, whereas larger tropospheric errors are not desir-
able for ambiguity resolution.

In order to bound the risk of wrong ambiguity fix, a 
single threshold and a multiple threshold method are pro-
posed. The former uses a single threshold region, while 
the latter contains multiple threshold regions to allow 

(5)

v1 =
f 2
1
𝜙1 − f 2

5
𝜙5 − f 2

5
𝜆5N̂w

f 2
1
𝜆1 − f 2

5
𝜆5

= N1 +
f 2
1
− f 2

5

f 2
1
𝜆1 − f 2

5
𝜆5

(Tr + E) +
f 2
1
𝜀𝜙1

− f 2
5
𝜀𝜙5

f 2
1
𝜆1 − f 2

5
𝜆5

(6)P(CF1|CFw) = P
(
||v1 − N1

|| <
1

2

)

(7)P(CF1) = P(CF1|CFw)P(CFw)

several incorrect fix (IF) events to be distinguished from 
the FA. Both methods are described below in two aspects: 
(1) risk allocation for allocating the total required PFA and 
PMD onto each individual risk; (2) risk overbounding for 
deriving the required averaging time and ground baseline 
length to meet these required risks.

Risk overbounding using single threshold 
method

Bounding risk of false alarm

Under the fault-free hypothesis, the probability of FA 
( PFA ) is defined by the probabilities under both correct fix 
(CF) and IF of N1,

where PCF = P
(
CF1

)
 and PIF is the probability of any 

IF event, either Nw or N1 , with PCF + PIF = 1 ; T  is single 
threshold. To save the complexity of computing P(FA|IF) , 
PFA can be conservatively bounded by,

where ts under CF follows a zero mean Gaussian distribution 
with sigma of �ts , and P(FA|CF) can be computed from the 
Gaussian cumulative distribution function given T .

To meet the PFA requirement, an optimal risk allocation 
between P(FA|CF) and PIF is attempted by defining a vary-
ing k1 factor with 0 ≤ k1 ≤ 1,

(8)
PFA = P

{
|t| > T|H0

}

= P(FA|CF)PCF + P(FA|IF)PIF

(9)PFA ≤ P(FA|CF)
(
1 − PIF

)
+ PIF

(10)PIF = k1PFA

Fig. 3   PIF and P(FA|CF) versus k1 with the single threshold method
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 The probability allocated to P(FA|CF) and PIF as a function 
of k1 is illustrated in Fig. 2 given of PFA of 10–8.

As validated by Fig. 3, although the risk distribution 
between PIF and P(FA|CF) is different from the simple 
linear allocation of the sum of PIF and P(FA|CF) onto 
these two risks, the interception point of equal alloca-
tion is the same when 1 − PIF is small enough to be neg-
ligible. PIF is further allocated between two IF events of 
P
(
IFw

)
= 1 − P(CFw) and P

(
IF1

)
= 1 − P(CF1|CFw),

 Similarly, to obtain an optimal allocation, a k2 factor is 
defined as,

 With P
(
IFw

)
− P

(
IFw

)
P
(
IF1

)
≥ 0 in (11), the range of k2 

can also be limited by 0 ≤ k2 ≤ 1 . The results of risk alloca-
tion with different k1 given and k2 = 0.5 are illustrated in 
Fig. 4.

After risk allocation, the PFA bounding process is 
described as follows. First, the threshold is determined by 
T = Φ−1

(
1 −

P(FA|CF)
2

)
�ts to meet the allocated risk on 

P(FA|CF) . To bound PIF with an allocated probability, v1 
and vw are averaged among multiple epochs to suppress the 
residual multipath and noise. The resulted P(CFNw

) and 
P(CFN1

|CFNw
) can be computed as follows,

(11)
PIF = 1 − P(CF1|CFw)P(CFw)

= P
(
IFw

)
+ P

(
IF1

)
− P

(
IFw

)
P
(
IF1

)

(12)P
(
IF1

)
= k2PIF

(13)P(CFNw
) = Φ

(
1

2

𝜎̂cn

)
− Φ

(
−

1

2

𝜎̂cn

)

(14)P(CFN1
|CFNw

) = Φ

(
1

2
−𝛿trop

𝜎̂pg

)
− Φ

(
−

1

2
−𝛿trop

𝜎̂pg

)

where 𝜎̂cn ≤
𝜎cn√
nw

 and 𝜎̂pg ≤
𝜎pg√
n1

 are the sigma of vw and v1 

after averaging among multiple epochs, respectively. The 
number of required epochs denoted as nw and n1 , can then be 
determined by the allocated risk. Under extreme weather 
conditions, the residual troposphere error in v1 cannot be 
effectively reduced by averaging, which is accounted for as 
a bias and computed by �trop =

f 2
1
−f 2

5

f 2
1
�1−f

2

5
�5
Tr derived from (5). 

Similar to the ionospheric error, the tropospheric error Tr is 
expressed by the product of the tropospheric gradient gtrop 
and the baseline length xab . Therefore, �trop is equal to 

f 2
1
−f 2

5

f 2
1
�1−f

2

5
�5
gtropxab . Additionally, the tropospheric bias needs to 

be constrained by |||𝛿trop
||| <

1

2
 such that a large enough 

P(CFN1
|CFNw

) can be obtained after averaging.
Assuming k1 = k2 = 0.5 , nw is derived as 91 by (13), and 

n1 is searched in (14) with various gtrop and xab as shown in 
Fig. 5. As shown in Fig. 3, n1 increases with the increase of 
both gtrop and xab . Therefore, the historically observed worst 
gtrop (115 mm/km) is used for bounding �trop , and a maximum 
xab is searched for constraining the P

(
IF1

)
.

Bounding risk of missed detection

On the other hand, increasing xab enhances the monitor’s 
sensitivity to ionospheric anomaly. The minimum xab is 
searched for meeting the requirement of the probability of 
MD ( PMD ) under the faulty hypothesis,

 Considering PCF is much larger than P(MD|CF) , PMD can 
be bounded by,

(15)
PMD = P

{
|ts| < T|Ha

}

= P(MD|CF)PCF + P(MD|IF)PIF

(16)PMD ≤ P(MD|CF) + P(MD|IF)PIF

Fig. 4   P
(
IF1

)
 and P

(
IFw

)
 as functions of k2 given k1 = 0.5 Fig. 5   n1 with the single threshold method
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 Given that P(MD|IF)PIF ≤ PIF has already been bounded by 
averaging, only P(MD|CF) needs to be bounded. P(MD|CF) 
indicates PMD under CF and is computed by the cumula-
tive probability of the test statistic lies inside the threshold 
region. Under the faulty hypothesis, the distribution of the 
test statistic is biased by the ionospheric anomaly which is 
computed by the product of ionospheric gradient giono and 
the baseline length xab . In order to ensure the allocated 
P(MD|CF) can be satisfied, the baseline length needs to 
long enough to meet the requirement. The minimum baseline 
length xab to bound P(MD|CF) can be computed by,

where Φ−1 is the inverse of the standard normal cumula-
tive distribution. Dga is the distance between the reference 
station and the user. Taking the Ground Based Augmenta-
tion System (GBAS) as an example, Dga varies when the 
aircraft is approaching to the ground station; (Pervan and 
Chan 2003). In CAT III GBAS, the probability that an unde-
tected ionospheric front leading to Er greater than 2.75 m 
must not exceed 10–9. With a presumed prior probability of 
a potentially hazardous ionospheric gradient as 10–3 (Yoon 
et al. 2020), IGM needs to meet a PMD requirement at 10–6.

The maximum Dga is 9 km, which is a sum of the distance 
between the landing threshold point and the ground station 
plus the ionospheric travel distance (Patel et al. 2020). With 
the increase of Dga , � decreases and results in an increase of 
PMD . Similarly, a smaller Er results in larger PMD . Thereby, 
using the upper limit of Dga (9 km) and lower limit of Er 
(2.75 m) are conservative for meeting the PMD requirements.

With k1 determined, the risk allocation on PIF and 
P(FA|CF) can be obtained with (9), and also the risk alloca-
tion on P(MD|CF) with (16). Therefore, the minimum xab 

(17)

xab ≥
�2
1
Dga

(�25−�
2

1)Er

[
Φ−1

(
1 −

P(FA|CF)
2

)
+ Φ−1(1 − P(MD|CF))

]
�ts

can be obtained as a function of k1 with (17) as shown in 
Fig. 6,

As shown in Fig. 6, the required minimum xab increases 
from 368 to 405 m as k1 increases from 0 to 1. In addition 
to the baseline length, the required number of epochs for 
averaging also needs to be considered. The determination 
of n1 hinges on P

(
IF1

)
 , which is allocated by k1 and k2 for 

distributing PFA to P
(
IF1

)
 , and xab , which needs to satisfy 

P(MD|CF) and is determined by k1 that allocates PMD to 
P(MD|CF) ). The relationship between the total epochs 
required for averaging, i.e., nw + n1 , as a function of k1 and 
k2 is shown in Fig. 7.

The results of n1 and nw in Fig. 7 are obtained to bound 
the probability allocated to PIF considering the maximum 
gtrop of 115 mm/km. The minimum total epochs required for 
averaging are found through Fig. 5 as 153 [the required aver-
aging time ta of 612 s assuming a time constant of 2 s (Jiang 
2020)], and the corresponding required threshold and base-
line length are 4.97 cm and 371.7 m, respectively. The mini-
mum required baseline length of 371.7 m is determined by 
the allocated PMD while the maximum baseline length of 
473.6 m is determined by limiting |||𝛿trop

||| <
1

2
 . Note that the 

above conclusion is based on the maximum gtrop of 115 mm/
km. Considering a potentially gtrop larger than 115 mm/km, 
the required averaging time will increase. In particular, when 
gtrop exceeds 147 mm/km, the required averaging time will 
be infinite. That is, cannot be correctly fixed since the trop-
osphere-induced error in estimation is larger than 0.5, i.e.,.

The allocation of probability and determination of over-
bounging parameters are summarized in Fig. 8.

Fig. 6   xab versus k1 with the single threshold method
Fig. 7   Total epochs required for averaging with the single threshold 
method given gtrop of 115 mm/km
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Risk overbounding using multiple threshold 
method

Bounding risk of false alarm

The single threshold method utilizes the mutual exclusivity 
of PCF and PIF to simplify the overbounding without the 
necessity to consider specific IF events. In order to further 
relax the requirement on averaging time, a multiple thresh-
old method is devised to limit false alarm conditions under 
a few IF events (Patel et al. 2020; Khanafseh and Langel 
2011; Khanafseh and Pervan 2008). Considering two IF 
events, i.e., Nw − N̂w = ±1 , the induced bias in N1 estimation 
is ± f 2

5
�5

f 2
1
�1−f

2

5
�5

= ± 2.95. After rounding to the nearest integer, 
the induced integer in N1 and N5 estimation and the induced 
bias in test statistics � are illustrated in Table 1,

The PFA with multiple threshold method under fault-free 
hypothesis is expressed as,

where |ts| ≻ T  denotes the FA regions defined as,
(18)

PFA ≤ P(|ts| ≻ T|CF)PCF + P
(
|ts| ≻ T|IF1

w

)
PIF1

w

+ P
(
|ts| ≻ T|IF−1

w

)
PIF−1

w
+

(
1 − PCF − PIF1

w
− PIF−1

w

)

The definition of the multiple threshold regions is based 
on the induced bias listed in Table 1.

In the single threshold method, any event with the test sta-
tistic exceeding the threshold is regarded as a FA. With the 
multiple threshold method, the FA region is narrowed down 
to allow two IF events, i.e., IF1

w
 and IF−1

w
 , to be distinguished 

from the FA events. The mixed Gaussian distribution with 
the multiple threshold method is illustrated in Fig. 9, where 
the grey areas represent the FA regions.

The middle two terms of (18) can be bounded by 
P
(
|ts| ≻ T|IF1

w

)
PIF1

w
≤ PIF1

w
 , P

(
|ts| ≻ T|IF−1

w

)
PIF−1

w
≤ PIF−1

w
 . 

Furthermore, with PCF much larger than P(|ts| ≻ T|CF)PCF , 
t h e  f i r s t  t e r m  i s  b o u n d e d  a s 
P(|ts| ≻ T|CF)PCF ≤ P(|ts| ≻ T|CF) . To further simplify 
the allocation process from the total PFA onto each item, it is 
assumed that the prior probabilities of the two IF events are 
the same, i.e., PIF1

w
= PIF−1

w
 . Therefore, an optimal risk allo-

cation can be attempted by defining two varying factors of 
j1 and j2,

where 0 ≤ j1 ≤ 1 and 0 ≤ j2 ≤ 1.
After risk allocation, the PFA bounding process is 

described as follows. First, the P(|ts| ≻ T|CF) is similarly 
b o u n d e d  by  t h e  t h r e s h o l d  r e g i o n  u s i n g 
Φ−1

(
1 −

P(|ts|≻T|CF)
2

)
𝜎ts . This threshold is also used to con-

strain the FA regions in both P
(
|ts| ≻ T|IF1

w

)
 and 

P
(
|ts| ≻ T|IF−1

w

)
 . The term PIF1

w
 indicates the probability of 

the first column of Table 1 i.e., the CF of N1 under the prob-
ability of + 1 IF of Nw . This term can be expressed and 
bounded as follows,

(19)
{|ts| ≻ T} ≜

{
T < |ts| < 4𝜆5 − 3𝜆1 − T

}
∪
{
|ts| > 4𝜆5 − 3𝜆1 + T

}

(20)PIF1
w
= j1PFA

(21)P(|ts| ≻ T|CF) = j2PFA

Fig. 8   Probability allocation and the bounding parameters with the 
single threshold method

Table 1   Induced integer and bias with a wrong N
w

Event IF
1
w

CF IF
−1
w

N̂
w

N
w
+ 1 N

w
N
w
− 1

N̂1
N1 − 3 N1 N1 + 3

N̂5
N5 − 4 N5 N5 + 4

� 4�5 − 3�1 (44.84 cm) 0 cm 3�1 − 4�5 
(– 44.84 cm)

Fig. 9   False alarm regions with the multiple threshold method, the 
grey areas represent the FA regions
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where P
(
IF1

w

)
 represents the probability of + 1 IF of Nw . Dif-

ferent from the single threshold method, the overbounding 
of IF events is saved from considering the N1 estimation as 
shown in (22), and PIF−1

w
 can be bounded by the similar tech-

nique. Therefore, the bounding process for PIF1
w
 and PIF−1

w
 can 

be expressed by the following inequalities,

Then, the allocated PIF1
w
 and PIF−1

w
 can be bounded by aver-

aging among a sufficient number of epochs. The required nw 
to achieve the allocated PIF1

w
 as a function of j1 is shown in 

Fig. 10.
Figure 10 indicates that increasing the probability allo-

cated on PIF1
w
 leads to a decrease in the required nw needed 

to achieve the desired value of PIF1
w
 . Specifically, when j1 

increases from 0 to 1, the required nw decreases from 115 to 
81.

The last term in PFA computation is 1 − PCF − PIF1
w
− PIF−1

w
 . 

Given that PIF1
w
 and PIF−1

w
 are considered negligible in com-

parison to PCF , this term can be bounded by 1 − PCF . Con-
sequently, it is necessary to ensure that 1 − PCF , or equiva-
lently, PIF , is bounded by the allocated probability as shown 
in Fig. 11. As the values of j1 and j2 rang from 0 to 1, the 
allocated probability to PIF varies from 10−10 to 10−7.

(22)
PIF1

w
= P(CF1|IF1

w
)P
(
IF1

w

)
≤ P

(
IF1

w

)

= P
(
1

2
< ||vw − Nw

|| <
3

2

)

(23)PIF1
w
≤ Φ

(
3

2

𝜎̂cn

)
− Φ

(
1

2

𝜎̂cn

)

(24)PIF−1
w
≤ Φ

(
−

1

2

𝜎̂cn

)
− Φ

(
−

3

2

𝜎̂cn

)

With PIF = P
(
IFw

)
+ P

(
IF1

)
− P

(
IFw

)
P
(
IF1

)
 , another 

factor of j3 is defined to explore the optimal allocation 
between P

(
IF1

)
 and P

(
IFw

)
,

(25)P(IFw) = j3PIF

Fig. 10   Required nw to achieve allocated PIF1
w Fig. 11   PIF allocation as a function of j1 and j2

Fig. 12   Risk allocation as a function of j3 given j1 = j2 = 0.5

Fig. 13   n1 with the multiple threshold method
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where j3 is limited as 0 ≤ j3 ≤ 1 . The risk allocation between 
P(IFw) and P(IF1) is shown in Fig. 12.

Under the assumption that j1 = j2 = j3 = 0.5 , nw is 
obtained as 86 from (13). With various gtrop and xab , n1 is 
searched for from (14) to satisfy allocated P(IF1) . The result-
ant xab is shown in Fig. 13.

Bounding risk of missed detection

The upper bound for PMD with the multiple threshold method 
under the faulty hypothesis can be expressed as follows,

where the first three terms represent PMD under CF, IF1
w
 and 

IF−1
w

 events, and the last term bounds PMD due to IF events 
beyond IF1

w
 and IF−1

w
.

The MD regions under CF, IF1
w
 and IF−1

w
 events are illus-

trated in Fig. 14 by the grey areas,
The induced bias in test statistics under IF1

w
 and IF−1

w
 in 

Table 1 interacts with the ionosphere anomaly under the 
faulty hypothesis. By either enhancing or weakening the 
influence of ionosphere anomaly in test statistics, the com-
putation of P

(
|ts| ≺ T|IF1

w

)
 and P

(
|ts| ≺ T|IF−1

w

)
 is greatly 

complicated. With already constrained risks of PIF1
w
 , PIF−1

w
 in 

PFA bounding, the middle two terms in (26) are bounded by 
P
(
|ts| ≺ T|IF1

w

)
PIF1

w
≤ PIF1

w
 a n d 

P
(
|ts| ≺ T|IF−1

w

)
PIF−1

w
≤ PIF−1

w
 , respectively. Based on these 

bounds, the PMD can be further bounded by,

where the second term 1 − PCF is already bounded by the 
allocated probability from PFA . Therefore, it suffices to bound 

(26)

PMD ≤ P(|ts| ≺ T|CF)PCF + P
(
|ts| ≺ T|IF1

w

)
PIF1

w

+ P
(
|ts| ≺ T|IF−1

w

)
PIF−1

w
+

(
1 − PCF − PIF1

w
− PIF−1

w

)

(27)PMD ≤ P(|ts| ≺ T|CF)PCF +
(
1 − PCF

)

only the first term, P(|ts| ≺ T|CF)PCF ≤ P(|ts| ≺ T|CF) , 
to satisfy a required PMD . Similar to the single threshold 
method, the minimum xab to bound P(|ts| ≺ T|CF) is com-
puted by,

 The upper limit of Dga and lower limit of Er are used for 
meeting the PMD requirements.

With j1 and j2 determined, the allocation of risk on 
P(|ts| ≻ T|CF) and P(|ts| ≺ T|CF) can be obtained using 
(18) and (27). Subsequently, the minimum xab can be com-
puted as a function of j1 and j2 , as shown in Fig. 15.

Figure 15 indicates that the minimum xab is mainly deter-
mined by j2 , and it increases from 368 to 405  m as j2 
increases from 0 to 1. On the other hand, j1 has little effect 
on the minimum xab as PIF1

w
 , determined by j1 , is negligible 

(less than 10–8) compared to P(|ts| ≺ T|CF) , which is on the 
order of 10–6.

(28)
xab ≥

𝜆2
1
Dga

(𝜆25−𝜆
2

1)Er

[
Φ−1

(
1 −

P(|ts|≻T|CF)
2

)
+ Φ−1(1 − P(|ts| ≺ T|CF))

]
𝜎ts

Fig. 14   Missed detection regions with the multiple threshold method, 
the grey areas represent the MD regions

Fig. 15   xab versus j1 and j2 with the multiple threshold method

Fig. 16   Total epochs required for averaging with the multiple thresh-
old method
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In addition to the baseline length, the required number of 
epochs for averaging, i.e., nw + n1 , also needs to be consid-
ered. The relationship between nw + n1 and allocation param-
eters j1, j2, and j3 is shown in Fig. 16. The value of n1 is 
obtained to bound the probability allocated to PIF consider-
ing the maximum gtrop of 115 mm/km. Unlike the single 
threshold method, nw is obtained to satisfy both P

(
IFw

)
 and 

PIF1
w
 . Through Fig. 15, the minimum total epochs required 

for averaging is found to be 136 ( ta of 544 s assuming a time 
constant of 2 s), and the corresponding required threshold 
and baseline length to meet PFA and PMD requirements are 
4.88 cm and 368.4 m, respectively. Similar to the single 
threshold method, the maximum baseline length of 473.6 m 
is determined by limiting |||𝛿trop

||| <
1

2
 . Note that the above 

conclusion is based on the maximum gtrop of 115 mm/km. 
Considering a potentially gtrop larger than 115 mm/km, the 
required averaging time will increase. In particular, when 
gtrop exceeds 149 mm/km, the required averaging time will 
be infinite. That is, N1 cannot be correctly fixed since the 
troposphere-induced error in N1 estimation is larger than 0.5, 
i.e., |||𝛿trop

||| >
1

2
 . The summary of probability allocation and 

the determination of overbounding parameters are illustrated 
in Fig. 17.

Due to the tolerance of IF1

W
 and IF−1

W
 events, the per-

formance of IGM with the multiple threshold method out-
performs the single threshold method in terms of required 
epochs and baseline length. However, it is important to note 
that MD might occur when the ionospheric anomaly causes 
bias in the test statistic that is close to the regions corre-
sponding to IF1

W
 and IF−1

W
 events. Specifically, this occurs 

when the bias falls between 4�5 − 3�1 ± T or 3�1 − 4�5 ± T.

Simulation results

The 1-Hz data were collected from Hong Kong Satellite 
Positioning Reference Station Network (SatRef). Since the 
time correlation of the double-differenced code measure-
ments is crucial for ambiguity resolution, Fig. 18 shows the 
autocorrelation function for one of the processed satellites 
(PRN 20).

In order to find a time constant, a red horizontal line 
indicates exp(− 1) is drawn on the figure. The intersection 
between the red line and the autocorrelation function rep-
resents the first-order Gauss-Markov (GM) time constant 
assuming a first-order GM is an adequate model for mul-
tipath noise in double-differenced code measurements. The 
resultant time constant is 0.685 s. Therefore, a 2-s time con-
stant is conservative for ambiguity resolution analysis.

Two stations HKQT and HKOH, with a baseline of 5 km, 
are used to form the test statistic of DDCP, WL DDCP, and 
GF DDCP. Due to the limitation of GPS L5 signals, meas-
urements from L2 signals are used for the purpose of demon-
stration. Figure 19 shows the IGM with DDCP, WL DDCP, 

Fig. 17   Probability allocation and the bounding parameters with the 
multiple threshold method

Fig. 18   Example of normalized autocorrelation for PRN 20 on April 
21, 2022

Fig. 19   IGM test statistics with SatRef data on April 21, 2022
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and GF DDCP as the test statistics for PRN 32 (with PRN 
26 as the reference satellite) from Universal Time 21:27 to 
22:00. To reflect the general conditions, the day with normal 
atmospheric conditions are chosen, i.e., a dry day and the 
ionosphere is quiet.

As shown in Fig. 19, the noise level in WL DDCP is 
much larger than that of DDCP and GF DDCP. This is due 
to the enlarged residual troposphere error and noise in the 
WL DDCP. The Folded Cumulative Distribution Function 
(FCDF) method is widely applied to evaluate the residual 
error in the test statistics (Rife et al. 2006). In FCDF, the 
right tail likelihood represents the probability of exceed-
ing a given x-axis value which is computed by 1 minus the 
CDF function. The FCDF for the empirical test statistics is 
computed and then compared to a bounding Gaussian CDF 
with a specific mean and standard deviation. The standard 
deviation of the bounding Gaussian needs to increase until 
the FCDF of the bounding Gaussian covers all empirical 
FCDF points. The bounding results for DDCP, WL DDCP, 
and GF DDCP are shown in Fig. 20.

As shown in Fig. 20, the bounding standard deviation of 
the WL DDCP is much larger than that of DDCP and GF 
DDCP. This is consistent with the results shown in Fig. 16. 
The resultant bounding standard deviation for DDCP, WL 
DDCP, and GF DDCP test statistics are 0.44, 1.45, and 
0.42 cm, respectively. Since the residual geometry-related 
errors are eliminated by the GF DDCP, the magnitude of 
bounding standard deviation of GF DDCP is the smallest 
among DDCP, wide-lane DDCP, and GF DDCP. Therefore, 
it demonstrates that the proposed IGM is a promising substi-
tute for the existing IGMs which apply DDCP or wide-lane 
DDCP as test statistics.

The chosen period in Fig. 19 is a dry day since no rain-
fall is recorded on this day and the relative humidity is not 
very high (78%) according to the Hong Kong Observatory. 
The residual tropospheric delay is believed to be small. The 
standard deviation of DDCP is slightly larger than that of 

GF DDCP might be due to the residual ephemeris errors. 
For comparison, the result of a wet day is shown in Fig. 21. 
The GNSS data of PRN 32 are collected on August 10, 
2022. According to the Hong Kong Observatory, this day is 
recorded with heavy rainfall.

As shown in Fig. 21, due to the residual tropospheric 
error caused by the heavy rainfall, the magnitudes of DDCP 
and WL DDCP are much larger than that of GF DDCP. 
Therefore, the proposed GF DDCP is more robust against 
humid conditions.

In addition, the ionospheric condition for the chosen 
period in Fig. 22 is quiet (the value of Dst is smaller than 
50 nT and the Kp index is 3). In addition, this period is not 
affected by the scintillation induced by the equatorial plasma 
bubble (EPB) since the EPB only occurs after sunset. For 
comparison, we showed the test statistic results in Fig. 21 
with PRN 7 on April 11, 2013. It is recorded that PRN 7 on 
this day is severely affected by the ionospheric scintillation 
(scintillation index is larger than 0.7) which is caused by the 
EPB during the midnight (Saito et al. 2017).

As shown in Fig. 22, under the effect of scintillation, the 
test statistics would increase significantly. Furthermore, the 
WL DDCP and GF DDCP would jump abnormally due to 

Fig. 20   Over-bounding Gaussian curves for IGM test statistic

Fig. 21   IGM test statistics with SatRef data on August 10, 2022

Fig. 22   IGM test statistics with SatRef data on April 11, 2013
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the cycle clip of the L2 frequency carrier phase measure-
ments. It should be noted that this numerical result is only 
used for the purpose of comparison. The bounding standard 
deviation of test statistics requires data from testbeds with 
the multipath limiting antenna.

Conclusion

The current IGMs use L1 DDCP or WL DDCP measure-
ments to detect threatening ionospheric gradients caused by 
ionospheric anomalies. However, the residual tropospheric 
error may degrade the monitor performance by inducing 
extra risks under extreme weather conditions. To overcome 
this limitation, a GF IGM using the difference between L1 
and L5 DDCP measurement is proposed to eliminate the 
tropospheric error from the test statistic. To resolve the 
ambiguity term in the test statistic, the integer ambiguity 
method is designed. In order to bound the risk of wrong 
ambiguity fix, a single threshold and a multiple threshold 
method are proposed with residual tropospheric error con-
sidered. The maximum residual tropospheric error is treated 
as a bias considering the maximum tropospheric gradient 
of 115 mm/km. The required averaging period and baseline 
length are derived to bound the risks in terms of PFA and 
PMD . With no introduced error from ambiguity resolution 
to test statistics, the required averaging period and baseline 
length are obtained as ta = 612 s and xab = 371.7 m with the 
single threshold method, and ta = 544 s and xab = 384.4 m 
with the multiple threshold method. Therefore, the integer 
ambiguity method is a preferred choice to achieve compara-
ble performance with the existing method, which uses ta of 
337 s and xab of 600 m to meet PFA of 10–8 and PMD of 10–6 
(Patel et al. 2020). In addition, the simulation results dem-
onstrate that the GF IGM test statistics contains less noise 
than the current IGMs due to the elimination of residual 
tropospheric and ephemeris errors. Overall, the proposed 
IGM is a promising candidate to detect threatening iono-
spheric gradients for safety of life applications. The benefit 
is especially obvious for those areas with humid weather and 
extreme weather conditions.
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