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Abstract

Fatigue damage of offshore floating structures is a long-term cumulative process, which is mainly attributed to ocean waves. The
natural variability and human-induced climate change may affect the wave climate and consequently result in the change of
fatigue damage. This paper aims to investigate the effect of climate change on the fatigue damage of offshore floating structures
operating in three offshore oil fields of the North Sea (Alma/Galia, Pierce, and Rosebank oil fields, located in 56.2° N/2.8° E, 58°
N/1.45° E, and 61° N/4° W latitude/longitude). Then it can detect whether human-induced climate change has a considerable
impact on fatigue damage. Therefore, firstly the natural variability of wave height and fatigue damage was investigated through
30-year control simulations by coupling wave models to climate models, ignoring the effect of human activities. After that the sea
states and annual fatigue damages were projected in three decadal periods (2011-2020, 2051-2060, and 2091-2100) based on
widely recognized climate scenarios including the greenhouse gas emission trajectories. The effect of human-induced climate
change has been detected, and it has been found that the higher the emission, the less the fatigue damage in considered floating
structures in the North Sea. In addition, although wave height is the dominant wave characteristic in fatigue calculations, the

change of other wave characteristics should also be considered to improve the quality of fatigue designs.
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1 Introduction

The effects of climate change have gained an increasing
amount of interest in the last decades, because climate change
is a global threat to different aspects of the society, including
offshore industry. Offshore floating structures are designed
and constructed for exploration and production of oil and
gas in a marine environment. During operation stages, they
are subjected to environmental loadings, such as wind, wave,

This article is part of the Topical Collection on the //th International
Workshop on Modeling the Ocean (IWMO), Wuxi, China, 17-20
June 2019

Responsible Editor: Emil Vassilev Stanev

P4 Tao Zou
tzou@just.edu.cn

School of Naval Architecture and Ocean Engineering, Jiangsu
University of Science and Technology, Zhenjiang, Jiangsu, China

Department of Maritime and Transport Technology, Delft University
of Technology, 2628 CD Delft, the Netherlands

and current. Among them, waves are considered as the dom-
inant loading, because they produce cyclic forces on the struc-
tures and usually contribute most to structural damages. Most
ocean waves are generated by wind, and wind fields are orig-
inally caused by the uneven distribution of global solar radia-
tion which is highly affected by the concentration of green-
house gases (GHGs). With the emission of GHGs, it is neces-
sary to evaluate the impact of climate change on wave condi-
tions and subsequently on offshore structures.

One widely used approach to evaluate the climate change
impact on wave conditions employs statistics. Joint distribu-
tions are normally constructed to describe the correlation be-
tween wave height and wave period. A long-term linear or
quadratic trend of wave height, which is induced by climate
change, is considered by modifying the location and scale
parameters of joint distributions (Bitner-Gregersen and
Haver 1991; Vanem and Bitner-Gregersen 2012). However,
statistics cannot entirely reflect the physical process of climate
change, and the climate trend is mainly estimated based on the
past measurement, ignoring the variation of climate change in
the future. Besides, most studies focus on the change of mean
wave height and the climate change impact on extreme
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environmental conditions, because extreme environmental
conditions lead to maximum forces acting on the structures.
For example, Young et al. analyzed long-term data of global
wave and wind data and concluded that there was a global
increasing trend of both wind speed and extreme wave height
(Young et al. 2011; Young and Ribal 2019). Bitner-Gregersen
et al. investigated the impact of climate change on ultimate
strength of tankers by assuming an increase of extreme signif-
icant wave height (extreme Hy) with 0.5 m, 1.5 m, and 2.0 m
(Bitner-Gregersen et al. 2011). In contrast, the research re-
garding the climate change effect on fatigue damage is still
limited (Bitner-Gregersen and Eide 2010). In structural mem-
bers and joints of offshore steel floaters, waves produce cyclic
stresses. After thousands or millions of stress cycles, small and
tiny fatigue cracks may be initiated at these members or joints.
Subsequently, these cracks may grow through the thickness.
Further crack propagation may even lead to a structural
failure.

The calculation of fatigue damage usually requires the
wave spectrum for each short-term sea state. DNV-GL recom-
mends a global wave scatter diagram based on decades of
observations (DNV-GL-AS 2014). This scatter diagram
shows the probability of occurrence of short-term sea states
with their significant wave heights and mean periods.
Although the observations include the past trend of climate
change, they are not exactly representative of the future. In
order to investigate the impact of climate change on fatigue
damage and improve fatigue design, it is required to “predict”
(to be more specific, project) short-term sea states which the
offshore structures may encounter in their operational stages.
All the projected short-term sea states would then constitute an
improved scatter diagram containing the impact of climate
change.

Research on climate change has provided deep insight into
the mechanism of the climate system (Shine 2010). During
recent years, global climate models (GCMs) have been de-
signed to simulate the interactions among atmosphere, ocean,
land, and sea ice (Randall et al. 2007). The Earth’s climate
system is an interactive system which consists of the atmo-
sphere, the hydrosphere, the cryosphere, the land surface, and
the biosphere (Baede et al. 2001). It is originally powered by
solar radiation. GCMs usually include atmospheric and ocean
components. According to their design objectives, some of
them also include sea ice and land components as shown in
Fig. 1. Basically, the climate change is induced due to external
forcing change and internal unforced change. The external
forcing change refers to the change of solar radiation on the
Earth. It may be caused by the variations of the Sun’s output,
Milankovitch effect (change of the Earth’s orbit and rotation),
or the greenhouse effect. For offshore engineering, more at-
tentions should be paid on the emission of GHGs, because the
other external forcing factors have much longer time scales
(from hundreds to thousands of years) than the greenhouse
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Fig. 1 Components of climate models

effect. Hence, in the following, external forced climate change
is represented by the human-induced climate change, because
the emission of GHGs is highly affected by human activities.
Besides, as the response time of each climate component to
external forcing change is different, the internal interactions
between the climate components are non-linear, which may
induce the internal unforced change (also called natural vari-
ability). Therefore, another challenge of this study is that it is
still not clear whether the change of wave climate and fatigue
damage is mainly induced by internal natural variability or
external forced climate change, because the effect of climate
change is a combination of both changes (Dobrynin et al.
2015).

By modeling the circulation and interactions of the system
components, the response of climate system to the emission of
GHGs can be simulated based on climate scenarios. In 2008,
20 climate modeling groups with different climate models
participated in the fifth phase of the Coupled Model
Intercomparison Project (CMIPS). CMIP5’s purpose was to
examine the climate’s predictability and to explore the
models’ ability of predicting climate on decadal time scales.
Four climate scenarios, named Representative Concentration
Pathways (RCPs), were selected and defined as the driving
force of climate models (van Vuuren et al. 2011). RCPs pro-
ject the radiative forcing trajectories and describe a wide range
ofthe main drivers for climate change from the year of 2000 to
2100. These drivers include greenhouse gas, air pollutant
emissions, and land use. Based on climate scenarios, the cli-
mate change in the future may become predictable, especially
on large spatial scales (Baede et al. 2001). Climate scenarios
should not be viewed as accurate predictions of the future
climate. Instead, each of them only represents one possibility
of the future based on a set of prior expectations.

Although there are ocean components in GCMs, the simu-
lations of ocean surface waves are not incorporated. In fact,
wave modeling research has a long history which can be
traced back to 1886 (Greenhill 1886). At that time, analytical
methods were mainly used to simulate ocean waves. The
modern study of ocean surface waves started with a pioneer
study by Sverdrup and Munk (1952). Hasselmann et al.
(1985) presented a discrete-interaction operator parameteriza-
tion which improved the development of the third-generation
wave models. The third-generation wave models, driven by
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wind forces, can numerically simulate wind-wave interac-
tions, nonlinear wave-wave interactions, and energy dissipa-
tion (Tolman et al. 2002). The most widely used wind-driven
wave models are Ocean Wave Model (WAM), Simulating
WAves Nearshore model (SWAN), and WaveWatch-III
(WW3) model (Tolman 2014). Hemer et al. (2013) and
Morim et al. (2019) projected the global trend of wave climate
by coupling wave model to climate models. The wind-driven
wave model is normally used to simulate short-term sea states
and has been applied in many other fields, such as coastal
engineering, wave energy harvesting, wave forecasting and
hindcasting, and fatigue calculations (Booij et al. 1999;
Gomez Lahoz and Albiach 2005; Rusu and Guedes Soares
2009; Zou and Kaminski 2016).

This paper aims to project the effect of climate change on
fatigue damage of offshore floating structures in the North Sea
and to evaluate whether human activities (GHG emissions)
considerably affect the wave climate and fatigue damage in
decadal time scales. The methodology of projecting the cli-
mate change impact is introduced in the following section.
Three oil fields in the North Sea are selected to demonstrate
this methodology. The effects of sea ice melting and sea level
rising are not considered. Waves are viewed as the only source
of fatigue damage. The other sources such as wind, current,
loading, and offloading have been disregarded.

2 Methodology

2.1 Climate scenarios, global climate, and wave
models

In this study, the climate scenario Representative
Concentration Pathway 8.5 (RCPS8.5) was selected to project
the future climate conditions to exemplify the extreme re-
sponse of climate system, because it is characterized by high
GHG emissions and radiative forcing level (Riahi et al. 2011).
It was constructed with the spatial resolution of approximately
60 km and the temporal resolution of 1 year. The temporal
resolution can be modified to monthly, daily, or even 6 hourly,
based on the seasonal cycle and the historic radiative data.
The global wind fields were simulated by Centro Euro-
Mediterraneo sui Cambiamenti Climatici Climate Model
(CMCC-CM), and all the wind data were obtained from the
CMIPS5 database (Scoccimarro et al. 2011). CMCC-CM is a
coupled atmosphere—ocean global circulation model. The at-
mospheric component is ECHAMS (Roeckner et al. 2003)
with the grid resolution 0.75° % 0.75°. The ocean component
is the global ocean model OPA 8.2 (Madec et al. 1998) in its
ORCA2 global configuration with the grid resolution 2° x 2°.
There are 31 vertical layers in ECHAMS with the top layer at
10 hPa (approximately 31,055 m’s altitude) and 31 vertical
layers in OPA 8.2 with 10 layers below the 100-m surface

altitude. The interaction between the atmospheric and oceanic
model is calculated every 160 min based on the Ocean
Atmosphere Sea Ice Soil version 3 (OASIS3) coupler
(Valcke 2013).

The 6-hourly surface wind data simulated by CMCC-
CM were used to run the wind-driven surface wave
model WaveWatch-III. The wave modeling area covers
a region of 0°-80° N/60° W-20° E latitude/longitude.
The swells coming from outside the model region are
neglected, because they have limited impact on the
structural fatigue damage. The spatial boundaries are
set as land points which block the transport of wave
energy and limit the interaction between water surface
and wind. The short-term sea states simulated by the
wave model are represented by 6-hourly wave spectra
defined for 24 directions (i.e., every 15°) and 25 fre-
quencies ranging from 0.042 Hz to 0.414 Hz. The wave
condition at each spatial grid was partitioned into mul-
tiple wave systems (one wind wave and one or two
swells) by wave spectra partitioning (Janssen 2008).
More details of modeling are listed in Table 1. The
setup of wave modeling has been validated by compar-
ing the wave data with the buoy measurement in the sea
area offshore South Africa (Zou and Kaminski 2016).
By coupling wave models to climate models, the fatigue
analysis for offshore floating structures can be conduct-
ed as shown in Fig. 2.

2.2 Floating structures in the North Sea

The North Sea is a mature oil and gas producing region. The
exploitation of the North Sea oil reserves began in the 1970s.
Due to its high oil quality and the political stability, a lot of oil
fields have been discovered and exploited. However, with the
decrease of output in shallow oil fields, more oil fields in deep
water are exploited, which requires more floating offshore
structures. In this paper, three North Sea oil fields were select-
ed, Rosebank, Alma/Galia, and Pierce (see Fig. 3), to evaluate
the climate change impact on their wave conditions. The fields
Alma/Galia (56.2° N; 2.8° E) and Pierce (58° N; 1.45° E) are
both in the central North Sea with a water depth of

Table 1 The modeling details

Climate scenario RCP8.5
Climate model CMCC-CM
Wave model WaveWatch-II1
Spatial resolution 0.75°%0.75°
Global time step 3600 s
Source-term time step 300 s
Topography ETOPOI1

Model output 6-hourly wave data
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approximately 100 m. Rosebank oil field (61° N; 4° W) is
located North-West of the Shetland Islands with a water depth
of approximately 1100 m.

The Floating Production, Storage and Offloading unit
(FPSO) Glas Dowr is assumed to be operating in these three
oil fields. Glas Dowr is a converted turret FPSO owned by
Bluewater. Since the turret allows the vessel to rotate, the
relative wave directions of wave partitions are calculated by
vessel heading analysis as shown in Fig. 4. The vessel heading
is always opposite to the direction of mixed wave. The mixed
wave is partitioned into three wave systems: one wind wave
and two swells. The vector of mixed wave is the sum of all
wave system vectors. The methodology of this paper is suit-
able for all the oceans in the world and all types of floating
structures. The North Sea and Glas Dowr were just selected to
exemplify the method.

2.3 Projected simulations and control simulations

Based on RCP8.5, the surface wind data in the North Sea for
the present, near-future, and far-future decades (2011-2020,
2051-2060, and 2091-2100) were obtained from CMCC-CM
simulations (Scoccimarro et al. 2011). The trend of surface
wind speed in the North Sea is projected as shown in Fig. 5.
With the wind driving force, the sea states in North Sea were
projected by WaveWatch-III. This process is called projected
simulations. The initial wave conditions and boundary condi-
tions are obtained by simulating the sea states 1 year earlier
than the projected periods. Then, the annual significant wave
heights (H) in the selected oil fields were calculated. There is
anegative trend of annual H; over time in all three oil fields as
shown in Fig. 6a—c. H, decreased by approximately 0.5 m
from 1850 to 2100. Considering that the North Sea is a
wind-wave-dominated sea area, this decrease is in agreement
with the earlier findings (Bitner-Gregersen et al. 2011;
Dobrynin et al. 2015). These earlier findings reveal that the
overall wind speed in the North Sea is decreasing with the
emission of GHGs over time. Furthermore, the averaged wave
height of Rosebank oil field is higher than the other oil fields,
and the averaged wave heights in Alma/Galia and Pierce oil
fields are close to each other, as listed in Table 2. Rosebank
has the highest wave height, because it is also vulnerable to
waves from the North Atlantic Ocean.

The variability of annual significant wave height is attrib-
uted to both human-induced climate change and unforced nat-
ural variability. In order to evaluate the effect of natural vari-
ability, the output of a 30-member ensemble analysis from

0

Fig. 3 Geographical locations of three oil fields in the North Sea. The wave modeling area covers a region of 0°-80° N/60° W—20° E latitude/longitude
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Fig.4 The main characteristics of
Glas Dowr and the demonstration
of vessel heading analysis. The
relative directions of wave
component systems are defined as
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CMIP5 was used to run WaveWatch-III. This ensemble anal-
ysis was carried out under constant unforced preindustrial cli-
mate conditions (the solar radiation and GHG concentrations
for 1850). The sea states under the constant climate conditions
were simulated as shown in Fig. 6d. In this simulation, the
radiative forcing was “controlled” so that the variability of sea
states between each year was induced only by unforced natu-
ral variability. This ensemble analysis is also called the control
simulation below.

2.4 Detection of human-induced climate change im-
pact on wave conditions

The sea states are simulated through WaveWatch-I1I with the
driven wind data from the 30-member control simulation.
There are 1460 (4 x 365 days) continuous 6-hourly sea states
simulated by WaveWatch-III for each ensemble member with
a duration of 1 year. These 6-hourly sea states are indexed by
two indices: an index # to denote an ensemble number with
n=1{1,2,..., 30} and an index m to denote a successive sea
state number with m = {1,2,...,1460}. The mth sea state in the
nth ensemble member is represented by the indicator n — m.
For each oil field, all the 6-hourly sea states in the control

Fig. 5 Trend of mean surface

simulation were subsampled with different sample lengths
(ranging from 1 to 10 years). The sampling was conducted
by shifting the sample length with a constant time increment
of 6 h (the length of one sea state) over successive sea states
(Fig. 7). Overlapping samples were allowed (Fig. 8). As a
result, the sample size for each sample length is ranging from
42,341 to 29,200 (i.e., the number of sampling unit for each
sample length is from 42,341 to 29,200). The averaged sig-
nificant wave height of sampling units in the same sample
length was fitted by the normal distribution N(u;, 0;),
i={1,2,,..., 10} (i is corresponding to each sample length).
Since the variability of sea states in the control simulation
was induced by natural variability, the range of natural vari-
ability of H, was estimated by confidence intervals. The 0.05
and 0.95 confidence intervals were calculated as the lower and
upper boundaries of natural variability (the dotted red and blue
lines in Fig. 9).

The next step is to detect the effect of human activities
(GHG emissions) on sea states. Based on RCP8.5, the sca
states in the North Sea of three decadal periods were projected.
For the present decade (2011-2020), the averaging significant
wave height H,(¢) for each sampling length 7= {1;2;...; 10}
was calculated as follows:

Mean wind speed in the North Sea

wind speed over the North Sea

N ®
) ® )

Mean wind speed [m/s]

~

6.5
2010 2015

2020 2050 2055 2060 2090 2095 2100
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Fig. 6 Variability of annual
significant wave height at the
selected oil fields. The dotted blue
lines are the averaged significant
wave height and the 95%
confidence interval in the control
simulation
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Table 2 Averaged significant wave height under the projected

simulations

Oil fields Alma/ Pierce Rosebank
Galia

Averaged significant wave height (m) 1.56 .72 230

Standard deviation (Std) (m) 0.12 0.12  0.15

Hg(1) = Hy(2011) (1)
H(2) = Hy(2011-2012) (2)
Hg(3) = H,(2011-2013) (3)
H(10) = H,(2011-2020) (4)

where H,(p) is the averaged significant wave height within
the time period p={2011;2011-2012;2011—-2013; "
2011 —2020}. For the other two decades (2051-2060 and
2091-2100), the averaging significant wave height H,(¢)
was calculated in the same way as listed in Egs. (1, 2, 3, and
4).

Then, for each decadal period, H,,(f) was compared with
the upper and lower boundaries of natural variability (see Fig.
9). It can be seen that the trajectories of projected wave height
exceed the lower boundary when the sampling length exceeds
2 years. This time length is defined as the detection period. It
indicates that the impact of human activities on wave condi-
tions is statistically significant and the human-induced climate
change is detected.

In addition, when the sampling length is 1 year, the sam-
pling data has the highest dispersion which is caused by nat-
ural variability. It indicates that the natural variability may
significantly affect the simulations over short periods, and
the result of these simulations would include a high level of
randomness. With the increase of sampling length, the

(a)l-year sampling length (Sample size: 42341)

dispersion of significant wave height is getting smaller, be-
cause the variation in 1 year is compensated for by the oppo-
site variation in another year. The significant wave height of
the 6-hourly sea states is defined as a normally distributed
variable, written as H~N(u, oy). All the sea states are consid-
ered independent. In each sampling unit, the number of all sea
states is n, and their averaged significant wave height is de-
fined as H~N (Ji, , o). Then, y, is very close to fi,, because
they are from the same population. The standard deviation of
H, is the standard deviation of H, for each individual sea state
divided by the square root of sea state number #:

— US

Os = \/ﬁ (5 )
where # is increasing with the length of sampling length. As a
result, with the increase of sampling length, the range of nat-
ural variability is becoming narrower, and its effect is getting
less pronounced.

Since the calculations of fatigue damage are more time-
consuming than simulating sea states, the sea state data from
the control simulation were also subsampled with a long-time
increment to reduce the amount of fatigue computations. The
primary difference was that the constant time increment in-
creased to 1 year instead of 6 h as shown in Fig. 10 and
Fig. 11. In this case, the sample size was significantly de-
creased to 30 for 1-year samples and 21 for 10-year samples.
This sampling approach can effectively reduce the calculation
time, but may also induce more uncertainties into the
calculations.

With the 1-year time increment, the range of natural vari-
ability is not significantly changed. The trajectories of
projected wave height also exceed the lower boundary, and
the detection period is 1 or 2 years (Fig. 12) which is equal to
those in Fig. 9. The detection period is very short, because
there are more than 160 years between the control simulation

(b)2-year sampling length (Sample size: 40881)

e Lot L2 J s g Lo Tl e [ fome Lo T2 T oL [ [ [ |
Ul | l1aas9 | [1ae0 | || 2 [ | lowgso | [ 20 J|| Y[ e 21459 ] [2-1400) || 2 [ . 21460 | [ 31 ]
; S
Unit | IETRIEEN . [ ... [ .. Momie L3 10 ea 100 | | o [ o [ ... [ ... \
3 [ 2 [ 22 ]| =~ [ e . . 2 [ IR || ... [ .. |
2
Unit 129-1460] | 30-1 | | 302 | Unit\ 30-1 | | 302 | [ 303 | ||| ypie 281960 | 20-1 | [ 202 | || o [ 291 | [ 292 | [ 295 ]
4340 [ | [30-1458] [30-1450] || 42341 .. | [30-1459] [30-1460] ||[*88 ..... | [30-1458] [30-1450] (0881 | 130-1459] [30-1460)
J

Fig. 7 Sampling result with 6-h time increment. The sampling results for
1-year and 2-year sample length are listed here to exemplify the sampling
approach. For the other sample lengths (from 3 years to 10 years), the

results are not shown. Each 6-hourly sea state is represented by the indi-
cator n—m in the blue boxes. The black boxes stand for the sampling
units in each sample
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Fig. 8 Illustration of overlapping samples with 6-h time increment. Neighboring units overlap with each other by (a) 1459 sea states and (b) 2919 sea

states. Most sampling units are not shown in order to simplify the plot

and the projected simulation. The climate change is a cumu-
lative process. Within 160 years, the effect of climate change
on sea state has become very pronounced. As a result, the
change of time increment from 6 h to 1 year does not signif-
icantly affect the standard deviation of samples which is im-
portant to estimate the range of natural variability, as listed in
Table 3. Hence, it is recommended to use the 1-year time
increment to sample data for the following fatigue calcula-
tions, because it can limit the sample size and reduce the
amount of calculations. In short, no matter which sampling
time increment is applied, there is a clear exceedance of the
projected wave height over the boundaries. The detection pe-
riod in all three oil fields is shorter than the detection period of
other studies (Dobrynin et al. 2015). This difference could be
explained by the fact that the present study focuses on a single
location (three specific oil fields), whereas other studies focus
on the average climate change over large areas. A decreasing
trend at one location can be compensated by an increasing
trend in other neighboring locations.
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2.5 Detection of human-induced climate change im-
pact on fatigue damage

In this study, the fatigue damage on the main deck of
FPSO Glas Dowr at frame 66'% above decks longitudi-
nal #22 (location No.l in Fig. 13) was calculated by
software Bluefat. The structural main characteristics are
listed in Fig. 4. Bluefat is a component of an advisory
monitoring system Monitas (Aalberts et al. 2010;
Kaminski and Aalberts 2010). Simple beam models
were used to calculate the structural response. There
are four loading mechanisms considered: overall vertical
and horizontal bending of the vessel, local bending of
secondary stiffeners caused by external action of waves
(including a correction for the intermittent wetting ef-
fect), and internal tank pressure fluctuations induced
by varying motions of the FPSO. By using the wave
partitioning technique (Hanson and Phillips 2001), the
scatter diagrams of wave systems (wind wave and
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swells) were generated by WaveWatch-1II. Then,
Bluefat calculated the wave-induced fatigue damage
with the conventional spectral fatigue calculation
method.

In the spectral fatigue calculations, the key environmental
parameters are wave height, period, and directions to describe
wave spectra. Since we are using a linear method to calculate

Sampling length [year]

fatigue damage as Eq. (1), the relationship between the struc-
tural response and the wave conditions is represented by the
response amplitude operator (RAO).

The stress response spectrum and spectral moments in lin-
ear models are defined as

So(WlH;, T2, 0) = |Ho(W]0) - S, (wlH;, T2) (6)

@ Springer
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(a)l-year sampling length (Sample size: 30) (b)2-year sampling length (Sample size: 29)
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Fig. 10 Sampling result with 1-year time increment. The sampling results
for 1-year and 2-year sample length are listed here to exemplify the
sampling approach. For the other sample lengths (from 3 to 10 years),

690
my=1"Y SO S, (w|H,.T..0)dw @
“ 9-90°

where H,(w| 0)is the transfer function which represent the re-
lation between unit wave amplitude and response (see
Fig. 14), |H,(w| O) is the response amplitude operator, S|

the results are not shown. Each 6-hourly sea state is represented by the
indicator n — m in the blue boxes. The black boxes stand for the sampling
units in each sample

H,, T,) is wave spectrum, and f{f) is the wave spreading func-
tion. It can be seen that the maximum vertical bending mo-
ment in head sea conditions is higher than the moment in the
other conditions. In head sea conditions, the transfer function
curve reaches its peak when the wave length is approximately
equal to the ship length due to hogging and sagging. For a

Sampling unit 30
(a) Sampling length = 1 year (1460 successive sea states)
—
B RRREICLRREEEE f
T RRREICLRREEEE !
Sampling unit 4
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Fig. 11 Illustration of overlapping samples with 1-year time increment. Neighboring units overlap with each other by (a) 0 sea states and (b) 1460 sea

states. Most sampling units are not shown in order to simplify the plot
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Fig. 12 The natural variability of

Alma/Galia oil field

signiﬁcant wave height and thc? .§.3'5 l I —-—20’1 1-2020
detection of human-induced cli- = 3k —-2051-2060!
mate change (1-year time incre- % ——2091-2100
ment). The shadowed area repre- % 25l |
sents the range of natural vari- 2 '
ability estimated by the control S ,- |
simulation. The solid lines are the I= e e e e
averaged significant wave heights 3 15 e < @ o 4 = & .
for 2011-2020 (green), for 2051— e
2060 (blue), and for 2091-2100 c% 1k J
(red). They are calculated by s
projected simulations with 205" ]
RCP8.5. The horizontal straight o
dotted line is the averaged signif- z 0 . L . . . | | |
icant wave height in the control 1 2 3 4 5 6 7 9 10
simulations for each sampling Sampling length [year]
length
Pierce oil field
—3.5 T T ;
£ ~+-2011-2020
£ 3l —-2051-2060
g ~-2091-2100
I
© 251 1
>
©
% ) KL 7777777777777777777777777777777777777777777777777 =
E - s P ° o
£ 150 1
[=
2
n o1 _
o
S
05" ,
9]
>
< 0 1 1 1 1 1 1 1 1
1 2 3 4 5 6 7 8 9 10
Sampling length [year]
Rosebank oil field
_35 . : ; :
£
£ 3k 5
2
° T e
© 2-5; J
> v s + +—
©
= ol i
E
8
e 15 |
c
2
w4t o
o
o}
805* —-2011-2020
o —-2051-2060
< i | | | ‘ ‘ ‘ . |=2091-2100
1 2 3 4 5 6 b 8 9 10

particular offshore structure, the fatigue damage is mainly
determined by sea states which are represented by wave scat-
ter diagrams. We use one wave spectrum (represented by its
significant wave height, crossing period, and primary direc-
tion) to represent one 6-hourly wave condition.

Once the stress response spectra are calculated for each 6-
hourly sea state, the wave-induced fatigue damage can be

Sampling length [year]

calculated through SN curves, as shown in Fig. 15 and Eq.
(8). A SN Curve is a plot of the range of cyclic stress versus
the number of cycles to fatigue failure for a given material.

log(S) = A+ m - log(N) (8)

where S is the stress range, N is number of cycles when a
fatigue failure occurs, and m and A are constants.
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Table 3

The standard deviation of significant wave height in the control simulation

Time increment Sampling length (year)

1 2 3 4 5 6 7 8 9 10
Alma/Galia 6h 0.107 0.072 0.050 0.039 0.030 0.026 0.026 0.025 0.022 0.020
(m) 1 year 0.117 0.074 0.054 0.043 0.031 0.027 0.026 0.025 0.023 0.019
Pierce 6h 0.111 0.076 0.054 0.045 0.034 0.030 0.030 0.029 0.028 0.026
(m) 1 year 0.121 0.079 0.058 0.046 0.034 0.029 0.029 0.028 0.026 0.024
Rosebank 6h 0.145 0.092 0.059 0.047 0.034 0.032 0.032 0.028 0.025 0.020
(m) 1 year 0.154 0.102 0.071 0.049 0.034 0.034 0.032 0.027 0.024 0.021

The one-slope SN curve with m =3 and a = 12.76 (stresses
in MPa) was used to represent the fatigue resistance, and the
fatigue damage is calculated by the equation below (DNV-
GL-AS 2014):

all seastates
N all headings

r(1+§) o X

n= i=1,j=1

D:ond

i (2 Zmoijn)m

©)

where D is accumulated fatigue damage, wy is the average
long-term zero-crossing frequency, a and m are the S-N curve
parameters, 7y is the design life of the structure, I is the
gamma function, Nu,q is the total number of load conditions,
Py is the fraction of the design life in load condition 7, 7, is the
relative number of stress cycles in short-term condition i and j,
and my;j, is the zero spectral moment of stress response
process.

The range of natural variability of annual fatigue
damage was estimated using the sea states obtained
from the control simulations. As fatigue calculations
were very time-consuming, the sampling time increment
was set to 1 year rather than 6 h in order to reduce the

Fig. 13 FPSO-Glas Dowr and its midship section

@ Springer

amount of calculations. Then, based on RCP8.5 climate
scenario, the annual fatigue damages for the present,
near-future, and far-future decades were calculated using
the sea states from projected simulations. The annual
fatigue damages in the three oil fields are all decreas-
ing, and there is a considerable impact of human-
induced climate change on annual fatigue damage as
shown in Fig. 16. The detection period is 1-2 years
equal to that of H,. It means when the dominant wave
characteristic (wave height) has a considerable change,
the other wave properties can hardly affect the detection
period.

2.6 Discussion

In this paper, the effects of climate change on wave
height and fatigue damage are investigated. The fatigue
damage is mainly induced by wave loadings, but it is
more sensitive to climate change than wave height. As
seen in Tables 4 and 5, the bias of fatigue damage
(0.30-0.62) is much lower than the bias of wave height
(0.80-0.88). It means the fatigue damage is decreasing
faster than wave height. In addition, the change of
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Fig. 14 Load transfer function X 10° Load Transfer Function at Midship
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fatigue damage is not only decided by wave height but
also the other wave characteristics, such as wave pe-
riods, wave directions, and their distributions. In the
linear structural model, the structural response is propor-
tional to the wave forces. Hence, when the inverse
slope of S-N curves is equal to 3, the fatigue damage
is approximately proportional to the third power of
wave height as listed in Eq. (6). When the bias of wave
height is ranging from 0.80 to 0.88, the bias of fatigue
damage should be roughly ranging from 0.51 to 0.68.
However, this estimated bias of fatigue damage is
higher than this calculated value in Table 5. It reveals
that although wave height is the dominant wave charac-
teristic in fatigue calculations, it is still necessary to
consider the change of wave period and wave direction
in fatigue calculations. Among all three oil fields,
Rosebank has the highest bias of fatigue damage

Fig. 15 SN curves

S-N curves recommended by DNV-RP-C203

(0.45-0.62), which is also the closest to the estimated
fatigue bias (0.51-0.68). It is because Rosebank has the
highest wave height than the other two oil fields, and
wave height is more dominant in fatigue calculations
than the other wave characteristics. The changes of
wave periods and directions in Rosebank contribute less
to the change of fatigue damage.

3 Conclusions

This study projected the fatigue damage of an FPSO in
the North Sea by coupling climate models to wave
models and also detected the considerable impact of
human-induced climate change. The sea states for the
present, near-future, and far-future decades in three oil
fields were projected based on RCP8.5 climate scenario.
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Fig. 16 The natural variability of

Alma/Galia oil field

annual fatigue damage and the
detection of human-induced cli-
mate change (1-year time incre-
ment). The shadowed area repre-
sents the range of natural vari-
ability calculated by the control
simulation. The solid lines are the
annual fatigue damages from
2011 to 2020 (green), from 2051
to 2060 (blue), and from 2091 to
2100 (red). The horizontal
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The result confirms that the significant wave height in
the North Sea is decreasing with the emission of GHGs
and the rate of wave change is region-dependent. The
sea states are getting calmer and making less fatigue
damage. It indicates that some fatigue lifetime reserve
will be present for the floating structures in the North
Sea providing the climate change has not been taken

@ Springer

3 4 5 6 7 8 9 10
Sampling length [year]

into account in their design. The downward trends of
significant wave height and fatigue damage are similar.
However, the trend of wave height can not completely
represent the trend of fatigue damage, because, in addi-
tion to wave height, the other wave characteristics, such
as wave period or relative wave direction, also affect
fatigue damage. The methodology presented in this
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Table 4 Comparison of H; in three oil fields

Oil field Simulations Time Mean Std CV* Bias**
year m m - -
Rosebank  Control 1850-1879 272 0.15 0.06 -
RCP85 2011-2020 239 0.19 0.08 0.88
2051-2060 230 0.09 0.04 0.84
2091-2100 2.22  0.14 0.06 0.81
Alma/Galia  Control 1850-1879 186 0.12 0.06 -
RCP85 2011-2020 1.61 0.09 0.06 0.86
2051-2060 1.57 0.06 0.04 0.84
2091-2100 1.49 0.12 0.08 0.80
Pierce Control 1850-1879 2.06 0.12 0.06 -
RCP85 2011-2020 1.79 0.11 0.06 0.87

2051-2060 1.74  0.07 0.04 0.84
2091-2100 1.64 0.12 0.07 0.80

*Coefficient of variation (CV) expresses the extent of variability in rela-
tion to mean value. A higher CV stands for a higher variation

**The bias has been defined as the ratio between the mean value from the
projected simulations and the mean from the control simulations

paper allows considering the effect of climate change on
all these wave characteristics, which may improve the
quality of fatigue designs.

The natural variabilities of significant wave height and fa-
tigue damage were evaluated by control simulations. The
wind fields and sea states were simulated under the constant
external forcing condition. The boundaries of natural variabil-
ity were defined as 0.95 and 0.05 confidence intervals. It has
been shown that all the projected significant wave height and
fatigue damage trajectories exceed the lower boundary of nat-
ural variability, no matter which time increment is used. It
means that human activities (the emission of GHGs) have

Table 5 Comparison of annual fatigue damage in three oil fields
Oil field Simulations  Time Mean Std CV  Bias
year 10°  10° - -
Rosebank  Control 1850-1879 8.64 2.1 024 -
RCP85 20112020 5.35 1.95 036 0.62
2051-2060 4.61 0.78 0.17 0.53
2091-2100 3.88 1.12 029 045
Alma/Galia  Control 1850-1879 1.86 0.73 040 -
RCP85 2011-2020 0.78 040 0.51 042
20512060 0.81 027 0.33 043
2091-2100 0.56 021 0.38 0.30
Pierce Control 1850-1879 2.88 099 034 -
RCP85 2011-2020 136 044 033 047

20512060 140 038 0.27 0.49
2091-2100 1.07 027 025 051

been causing a considerable impact on sea states and structural
fatigue damages. In addition, although wave height is the
dominant wave characteristic in fatigue calculations, the
change of other wave characteristics should also be considered
to improve the quality of fatigue designs.
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