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Abstract A novel implementation of parameters estimat-
ing the space-time wave extremes within the spectral wave
model WAVEWATCH III (WW3) is presented. The new out-
put parameters, available in WW3 version 5.16, rely on the
theoretical model of Fedele (J Phys Oceanogr 42(9):1601-
1615, 2012) extended by Benetazzo et al. (J Phys Oceanogr
45(9):2261–2275, 2015) to estimate the maximum second-
order nonlinear crest height over a given space-time region.
In order to assess the wave height associated to the max-
imum crest height and the maximum wave height (gener-
ally different in a broad-band stormy sea state), the linear
quasi-determinism theory of Boccotti (2000) is considered.
The new WW3 implementation is tested by simulating sea
states and space-time extremes over the Mediterranean Sea
(forced by the wind fields produced by the COSMO-ME
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atmospheric model). Model simulations are compared
to space-time wave maxima observed on March 10th,
2014, in the northern Adriatic Sea (Italy), by a stereo
camera system installed on-board the “Acqua Alta” oceano-
graphic tower. Results show that modeled space-time extre-
mes are in general agreement with observations. Differences
are mostly ascribed to the accuracy of the wind forcing and,
to a lesser extent, to the approximations introduced in the
space-time extremes parameterizations. Model estimates are
expected to be even more accurate over areas larger than the
mean wavelength (for instance, the model grid size).

Keywords Space-time wave extremes · WAVEWATCH
III · Ocean waves · Stereo vision · Numerical modeling

1 Introduction

Reliable prediction of ocean wave extremes has always been
foremost for off-shore platform design, coastal activities,
and navigation. Indeed, many severe accidents and casual-
ties at sea have been most likely ascribed to abnormal and
unexpected waves (Kharif and Pelinovsky 2003; Didenkulova
et al. 2006). However, predicting wave extremes is a chal-
lenging task, because the mechanisms that lead to their
formation are still far from being completely understood.
Moreover, the observation of ocean waves, of primary im-
portance to verify theoretical models, is limited by the
costs and risks of deployments during severe open-ocean
sea-state conditions. As a consequence, in many cases,
the theoretical and modeling frameworks used to esti-
mate wave maxima have been ineffective in warning sea-
farers or avoiding structural damage to offshore facili-
ties (Forristall 2006, 2007). In this context, significant
efforts are being undertaken to better understand wave
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extremes (e.g., Onorato et al. (2001); Janssen (2003);
Dysthe et al. (2008); Gemmrich and Garrett (2008);
Cavaleri et al. (2016a, 2016b); Fedele (2015)) even if
up to now research has not yet provided a more complete
framework to explain the occurrence of extremely large wa-
ves (i.e., waves that are outlier for standard wave statistics)
in realistic sea conditions.

Traditionally, the observations that served to verify sta-
tistical wave models have relied on single-point measuring
systems (e.g., buoys, gauges). Recent observations of short-
crested waves, capable of capturing the full space-time
evolution of wave groups, have shown that the extreme crest
height attained over a sea surface area can be significantly
larger than when measured at a single point (e.g., Fedele
et al. (2013) and Benetazzo et al. (2015)). The same evi-
dence has also been verified with numerical simulations
(e.g., Socquet-Juglard et al. (2005); Forristall (2006); and
Barbariol et al. (2015)), and indirectly pointed out by the
frequent damage caused by stormy waves to off-shore facili-
ties, at elevations considerably higher than those regarded to
be safe by virtue of design extreme wave models and engi-
neering safety factors (Forristall 2007). This suggests that
structures having a wider-than-point footprint on the ocean
may be subject to larger waves than those typically observed
by single-point instruments, and predicted by corresponding
statistical models (Forristall 2006).

In this context, more recent scientific effort has been
devoted to the development of a theoretical wave modeling
framework that could lead to the prediction of the so-called
“space-time extremes” (STE), i.e., the highest crest and
wave heights occurring during a sea state of given duration
and over a given sea area (Fedele 2012). Relying on recent
developments in the analysis of multidimensional random
fields maxima (Adler and Taylor 2007; Piterbarg 1996), a
model for STE wave crests based on the “Adler and Taylor
Euler Characteristics approach” was first proposed by
Fedele (2012). It was extended to account for second-order
nonlinearities by Benetazzo et al. (2015), and verified by
Barbariol et al. (2014), Benetazzo et al. (2015) and Fedele
et al. (2013) with actual sea-state observations. Recently, a
state-of-the-art third-order nonlinear model has been formu-
lated by Fedele (2015). I n addition, a modeling framework for
maximal wave heights is provided by the quasi-determinism
theory (QD, Boccotti (2000)) which relates large wave and
crest heights of space-time wave groups. In this context,
Benetazzo et al. (2016, Space-time extreme wind waves:
analysis and prediction of shape and height, unpublished;
supported by real-sea observations) coupled STE model
results with QD theory in order to predict shape and height
of high waves.

For oceanographic applications, STE prediction is shown
to rely on the directional wave spectrum that provides,

through integral parameters, some geometric and kinematic
features of the sea state (Baxevani and Rychlik 2006). Thus,
spectral wave forecasting models, typically employed for
hindcasts and forecasts of sea states, are promising can-
didates for providing directional wave spectra that may
produce large-scale predictions of STE. Barbariol et al.
(2014) have shown that STE hindcasts can be performed at
large scales using the third-generation spectral wave model
SWAN (Booij et al. 1999), which was adapted to provide
integral spectral parameters used to compute STE, allowing
preliminary tests over the Italian seas to be performed by
Sclavo et al. (2015).

In this study, we combine theoretical, experimental, and
numerical modeling approaches to show that, using numer-
ical model outputs, estimates of STE crest and wave heights
can be obtained. To this end, we have implemented the
second-order nonlinear model for STE wave crests (Fedele
2012; Benetazzo et al. 2015), and the linear model for STE
wave heights (Boccotti 2000; Fedele 2012) within the state-
of-the-art WAVEWATCH III (WW3) spectral wave model
(Tolman 1991; WW3DG 2016). An assessment of the capa-
bilities of the novel implementation is described, whereby
WW3 simulations on the Mediterranean Sea forced with
winds from the COSMO-ME (Steppeler et al. 2003) atmo-
spheric model, are compared to STE observed in March
2014, during a wave acquisition stereo system (WASS,
Benetazzo et al. (2012)) experiment at the ISMAR-CNR
“Acqua Alta” oceanographic tower (Fig. 1), in the northern
Adriatic Sea (Italy).

We start the paper introducing the theoretical frame-
work adopted to model the STE, and showing the results
of the stereo experiment at “Acqua Alta” (Section 2). Next,
in Section 3, we direct our focus to the numerical model-
ing, describing the implementation procedures. In Section
4, we present the test case where we have compared mod-
eled spectra and STE to observations at “Acqua Alta,” and
in Section 5, we close the paper with a discussion of wave
model and STE parameter estimation skills.

2 Space-time extremes of ocean waves

In this section, the most relevant features of sea-state STE
are briefly presented, focusing on theoretical modeling and
observations that are functional to the study. More in-depth
descriptions are found in citations provided in this section
below, and in Section 1 above.

To estimate STE, we draw upon the model of Fedele
(2012), which is based on the Euler characteristics approach
by Adler (1981) and Adler and Taylor (2007). In brief,
that model states that in a multidimensional, homogeneous,
and stationary Gaussian random field, the probability of
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Fig. 1 The “Acqua Alta” oceanographic tower (middle) in the northern Adriatic Sea (left), and the WASS stereo-photogrammetric system (right)
mounted on the rooftop

exceedence of its extreme values can be estimated by means
of the Euler characteristic of the excursion set (i.e., the sub-
sample of the field exceeding the threshold), provided the
threshold is high compared to the standard deviation of the
field. In the context of ocean waves, the random field is the
sea surface elevation η(x, y, t), which is function of time t

and of the two-dimensional space (x, y). Thus, if the space-
time domain is large enough to capture the full evolution of
a wave group, the Fedele (2012) model provides the excee-
dence distribution function for the highest linear crests in
the domain.

Herein, we account for the nonlinear second-order exten-
sion of the Fedele (2012) model proposed by Benetazzo
et al. (2015) to evaluate the expected STE crest height. The
wave height (crest-to-through) associated to the STE crest
and the STE wave height stem from the quasi-determinism
(QD) theory of Boccotti (2000), in its linear version—in this
study, we do not account for second-order nonlinear effects
on wave heights, as the contribution they add is rather small
compared to the linear part, both in narrow- and broad-band
sea states. As a matter of fact, Benetazzo et al. (2016, Space-
time extreme wind waves: analysis and prediction of shape
and height, unpublished) showed that the linear QD the-
ory and the linear Fedele model provide a good estimate
of the observed maximum wave height over a space-time
domain, whereas the second-order contribution is only a
few percent of the linear estimate (see also Tayfun and
Fedele (2007)). Moreover, computing second-order inter-
action kernels within a spectral wave model would likely
require a huge computational effort, not compatible with the
requirements of a forecasting model.

For the present study, estimates of wave STE were
validated against reference observations gathered during
a recent stereo-photogrammetric experiment (Benetazzo
et al. 2015) at the “Acqua Alta” oceanographic tower
(Italy), where STE have been observed and analyzed in
the light of the theoretical modeling framework described
next.

2.1 Theoretical framework

For the implementation in WW3, STE are defined in terms
of the moments mijl of the directional wavenumber spec-
trum S(k, θ)

mijl =
∫

ki
xk

j
yωlS(k, θ)dkdθ (1)

(ω being the angular wave frequency, kx and ky the compo-
nents of the wavenumber k associated to ω, and θ the wave
direction), and of the derived integral spectral parameters
(Baxevani and Rychlik 2006; Fedele 2012)
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Here, Tm is the zero-crossing mean wave period, Lx is the
mean wavelength (along the mean direction of wave prop-
agation), Ly is the mean wave crest length (orthogonal to
the mean direction of wave propagation), and αxt , αyt , αxy

are the irregularity parameters which express the correlation
between gradients of the sea surface elevation along spa-
tial and temporal coordinates. Spectral parameters of Eq. 2
describe geometric and kinematic properties of the sea state,
for instance the degree of short-crestedness of the sea state
γs = Lx/Ly (which tends to 0 in long-crested sea states
and to 1 in short-crested sea states). Over a given space-time
region of volume V = XYD (with space dimensions X and
Y , and time duration D), the integral parameters are used to
define the average number of waves within the volume V

(i.e., NV ), on the surface of the volume S (i.e., NS) and over
the edge P (i.e., NP ) (see (Fedele 2012)):

NV = 2π
XYD

LxLyTm

√
1 − αxyt (3)
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where αxyt = α2
xt + α2

yt + α2
xy − 2αxtαytαxy . Following

Benetazzo et al. (2015), the probability that the dimension-
less maximum second-order sea surface elevation Z2 =
η2/σ (σ being the standard deviation of η) exceeds a
threshold z2 over a space-time region is obtained as:

P(Z2 > z2) ≈ (NV z2
1 + NSz1 + NP ) exp(−z2

1/2) (6)

which, according to Adler and Taylor (2007), holds for large
values of z2, i.e. η2 � σ . Here, the second-order z2 is a
function of the linear elevation z1 according to the Tayfun
(1980) equation

z2 = z1 + μ

2
z2

1 (7)

where μ is an integral measure of the wave steepness.
Fedele and Tayfun (2009) provided a statistically stable
estimate of μ based on the spectral moments:

μ = μo(1 − ν + ν2) = g−1m2
001m

−3/2
000 (1 − ν + ν2) (8)

accounting for the spectral bandwidth ν =√
m000m200/m2

100 − 1 , and strictly valid in deep waters (g
being gravitational acceleration). This formulation has been
herein adopted also for transitional waters as a first approx-
imation, and preferred to the depth-dependent narrow-band
formulation of Tayfun (2006), considering that the effect of
water depth on μ becomes strong only for very shallow waters.

2.1.1 Maximum wave crest height

Assuming that we are dealing with a region in space and
time that is large enough to fully capture the dynamics of
a wave group, we can reasonably consider Z2 as the maxi-
mum wave crest height in the domain (Fedele 2012). Then,
the expected STE crest height Z̄2 and the standard deviation
std(Z2) are obtained according to the asymptotic Gumbel
limit of Eq. 6, as shown by Benetazzo et al. (2015) and
Fedele (2015):
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ẑ1 + μ

2
ẑ2
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where ẑ1 is the largest positive solution of the implicit equa-
tion (NV z2

1 +NSz1 +NP ) exp(−z2
1/2) = 1 and γ ≈ 0.5772

is the Euler Mascheroni constant. According to Gumbel
(1958), the 99 % of the realizations of the STE crest height
Z2 should be contained within the interval Z̄2 ± 3std(Z2).

Equations 9 and 10 are an extension of the linear STE
model of Fedele (2012) that include the contribution of
second-order nonlinearities—see also the nonlinear second-
order space extremes model proposed by Fedele et al.
(2013). A further extension of the STE model to account
for third-order nonlinearities has been recently developed by
Fedele (2015), but is not considered in our study because it
has not yet been verified against observations; also, it would
require the computation of the fourth order cumulants of
η and its Hilbert transform: a computationally demanding
procedure that, however, does not seem to add significant
contributions in most of the cases. Equations 9 and 10
also provide estimates of space or time extreme crests by
imposing D = 0, or X = Y = 0, respectively.

In the following sections, for practical reasons, we will
use the significant wave height Hs = 4σ for normalization
(instead of σ ). Hence, the dimensionless expected maxi-
mum crest height Z̄2 will be denoted as ξ̄ , being ξ̄ =
Z̄2/4. Similarly, the standard deviation will be std(ξ) =
std(Z2)/4.

2.1.2 Maximum crest-to-trough wave heights

The dimensionless expected STE linear wave height
H̄1 = h̄1/σ and the wave height associated to the
expected STE linear crest height H̄c,1 = h̄c,1/σ are esti-
mated according to the QD theory Boccotti (2000), as:

H̄1 =
⎡
⎣ẑ1 + γ

(
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)−1
⎤
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)−1
⎤
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(12)

where the term between square brackets in both equations
represents the linear estimate of the expected STE crest
height, obtained from Eq. 9 with μ = 0, and ψ∗ is the first
minimum of time autocovariance function of the sea sur-
face elevation ψ(τ). ψ∗ measures the spectral bandwidth,
and for wind-generated waves, ranges between −0.75 and
−0.65 (Boccotti 2000). The autocovariance function ψ(τ)

can be computed from the wave spectrum as:

ψ(τ) =
∫ ∫

S(ω, θ) cos(ωτ)dωdθ =
∫

S(ω) cos(ωτ)dω

(13)
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where τ is time lag, S(ω, θ) is directional spectrum ex-
pressed as a function of angular frequency ω by means of the
transformation S(ω, θ) = S(k, θ)/cg (cg being the group
celerity), and S(ω) is the omnidirectional frequency spec-
trum. The maximum wave height H1 generally does not
correspond to the height of the wave with maximum crest
height Hc,1. In stormy wind sea states (typically, −0.75 <

ψ∗ < −0.65), according to Eqs. 11 and 12, H̄1 is expected
to be the 7–10 % larger than H̄c,1. The ratio decreases as
the sea state is more narrow-band. Indeed, for an infinitely
narrow-band sea state ψ∗ = −1, hence H̄1 = H̄c,1.

The standard deviations of the STE linear wave height,
i.e., std(H1), and of the wave height associated to the STE
linear crest height, i.e. std(Hc,1), are computed as:
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⎣ π√
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where the term between square brackets in both equations
represents the linear estimate of the standard deviation of
the STE crest height (obtained from Eq. 10 with μ = 0).
Therefore, through Eqs. 14 and 15, the variance of H1 and
Hc,1 is related to the intensity function of the linear STE
crest probability. The 99th percentile of the realizations of
H1 and Hc,1 should be included within the intervals H̄c,1 ±
3std(Hc,1) and H̄1 ± 3std(H1), respectively. Separate space
or time extreme wave heights are also obtained from the
same equations, by imposing either D = 0, or X = Y = 0,
respectively.

In the following sections, using Hs for normalization, the
expected maximum linear wave height and the wave height
associated to the expected maximum linear crest height will
be denoted as χ̄ = H̄1/4 and ζ̄ = H̄c,1/4, respectively.
Similarly, the standard deviations will be denoted as std(χ)

and std(ζ ), respectively.

2.2 Observations in the Adriatic Sea

An experiment aimed at observing the occurrence of wave
STE was conducted on March 10th, 2014 at the “Acqua
Alta” (AA) oceanographic tower (12.5088◦ E, 45.3138◦ N,
Fig. 1, left panel), in the northern Adriatic Sea (Italy), where
a wave acquisition stereo system (WASS, Benetazzo et al.
(2012), Fig. 1, right panel) is mounted on the rooftop of
the tower, at 12.5 m height. At 09.40UTC, during a well-
established north-easterly wind event, known locally as a
“Bora” storm, a 30-min-long sequence of stereo images

measured at 15 Hz was recorded over an area of 2893 m2.
More details of the experiment, equipment set-up, and on
the WASS system are provided in Benetazzo et al. (2015).

The WASS stereo system provides a dataset of the
sea-surface elevations η(x, y, t) evolving over the two-
dimensional space (x, y), and time (t). As any instrument,
WASS has intrinsic sources of error that can affect the over-
all performance. However, the system is well-known for
its high accuracy, with 3 cm maximum error along each
axis in the AA tower configuration. Prior to analysis, the
stereo dataset is typically treated in order to limit the effects
of high-frequency noise on the observed η and on derived
quantities (e.g., the directional spectrum). Therefore, time
series of sea surface elevation η(x0, y0, t) taken at each
position (x0, y0) of the 3D stereo dataset were smoothed
using a weighted linear least squares local regression and
low-pass filtered at 2.0 Hz. The resulting η were employed
for STE detection and for directional spectrum estimation
(see Fig. 5) using the extended maximum entropy principle
(EMEP, Hashimoto et al. (1994)), in a way that synthetic
characteristics of the sea state could be assessed (Table 1).

The observed storm event generated a fetch-limited sea
state with significant wave height Hs = 1.33 m, mean
wave propagation direction θm = 248◦ N, and peak period
Tp = 5.2 s. The sea state was short-crested, as indicated by
γs = 0.93, and it was quite random along the wave propa-
gation direction, as pointed out by the rather small value of
αxt , thus implying likelihood of encountering large waves
(compared to Hs). Steepness μ = 0.06 and first minimum
of the autocovariance function ψ∗ = −0.67 are typical val-
ues during wind-generated sea states. The first indicates that
second-order nonlinearities played a significant role in the
statistics of extreme crests, the second points out that the
sea state was not narrow-band in frequency. Therefore, the
profile of the highest waves was expected to be markedly
asymmetric, and the maximum wave height was expected
to be 9 % larger than the wave height associated to the
maximum crest.

During the experiment, 23 waves with crest height excee-
ding the freak wave threshold (i.e., ξ > 1.25, Dysthe et al.
(2008)) were observed over the area. The empirical excee-

Table 1 Observed (WASS) wave parameters at AA tower on March
10th, 2014, 09.40UTC-10.10UTC

Hs (m) θm (◦N) θp (◦N) Tm (s) Tp (s)

1.33 248 254 3.6 5.2

Lx (m) Ly (m) αxt αyt αxy

13.6 14.6 0.35 0.04 0.03

ν μ ψ∗ σs (◦) γs

0.47 0.06 −0.67 23 0.93
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dence distribution of ξ , based on the integral spectral para-
meters, was found to be fairly represented by the right tail
of the distribution of Eq. 6 (i.e., for large thresholds), on a
volume V1 of duration D = 1800 s and area XY = 11.2 ·
11.2 = 126 m2, which is the area pertaining on average to
each of the 23 waves homogeneously distributed within the
total observed area (see Figure 9 of Benetazzo et al. (2015)).
The observed STE crests (dimensionless, Table 2) ranged
between 1.25 and 1.59, with a mean value ξ̄ = 1.38 (i.e.,
significantly over the freak wave threshold) and standard
deviation std(ξ) = 0.09. The 23 associated crest-to-trough
heights (dimensionless, Table 2) ranged between 1.79 and
2.42, with a mean value ζ̄ = 2.08 and standard deviation
std(ζ ) = 0.16. Theoretical expectations from Eqs. 9 and
12 were 1.37 and 2.01, respectively; thus, in fair agreement
with mean values of observations (Table 2), being only 1
and 3 % lower, respectively.

In the same experiment, STE crest and corresponding
wave height were also observed on a different space-time
volume V2 obtained by dividing the observed field of view
in four subareas (XY = 30.6 · 30.6 = 936.4 m2) and
the duration in four subintervals (D = 450 s). The STE
crests (dimensionless, Table 2), whose exceedance distribu-
tion was in fair agreement with the right tail of Eq. 6, varied
between 1.06 and 1.64, with a mean value ξ̄ = 1.38 (coin-
cidentally equal to the value for V1) and standard deviation
std(ξ) = 0.17; while corresponding wave height (dimen-
sionless, Table 2) ranged between 1.44 and 2.51, with a
mean value ζ̄ = 2.02 and standard deviation std(ζ ) = 0.28.
Again, theoretical expectations agreed well with mean val-
ues of observations: ξ̄ = 1.42 (i.e., 3 % higher) and ζ̄ =
2.06 (i.e., 2 % higher).

3 Space-time extremes implementation
in WAVEWATCH III

The WAVEWATCH III® (WW3) wind wave model solves
the random-phase spectral action density balance equation
for wavenumber-direction spectra (Tolman 1991). Several
source-term packages allow computing wave generation by
wind, decay by dissipative processes, nonlinear wave-wave

Table 2 Observed (WASS) dimensionless STE at AA tower on March
10th, 2014, 09.40UTC-10.10UTC, over regions V1 (X = Y = 11.2 m,
D = 1800 s) and V2 (X = Y = 30.6 m, D = 450 s): maximum crest
height ξ and height of the wave with maximum crest height ζ

ξ ζ

Min Mean Max std Min Mean Max std

V1 1.25 1.38 1.59 0.09 1.79 2.08 2.42 0.16

V2 1.06 1.38 1.64 0.17 1.44 2.02 2.51 0.28

interactions, and wave transformation near the coast. The
STE computation has been integrated to WW3 in mod-
ules and subroutines dealing with model output and post-
processing. Modifications have been also made to properly
initialize STE output fields, and ensure data integrity when
using parallel processing environments. The STE imple-
mentation herein presented is distributed with the WW3
version 5.16 (WW3DG 2016), which is made available to
the general public through the WW3 website.1

The procedure implemented in WW3 follows the path
described in Section 2. First, the directional spectrum com-
puted by the model is integrated in order to get the spectral
moments of Eq. 1. Only the prognostic part of the spec-
trum is considered, without adding any diagnostic spectral
tail. As we want integral parameters with respect to the
mean wave direction of propagation θm (e.g., to estimate the
short-crestedness γs), we consider a rotated (x̂, ŷ) reference
frame where direction θ is turned to θ̂ = θ − θm. Thus,
wavenumber components (kx, ky) become

kx̂ = k cos θ̂ = k cos(θ − θm)

= k(cos θ cos θm + sin θ sin θm)

kŷ = k sin θ̂ = k sin(θ − θm)

= k(sin θ cos θm − cos θ sin θm)

having applied trigonometric identities. Therefore, the inte-
gral parameters follow from Eq. 2 and the wave steepness
μ from Eq. 8. Although integral parameters are different in
the original model and rotated reference frames, expected
STE are not affected by the rotation (Benetazzo et al., 2016,
Space-time extreme wind waves: analysis and prediction of
shape and height, unpublished).

Next, integral parameters are used together with user-
defined space-time region size (namely, X, Y , D) to com-
pute the average numbers of 3D, 2D, and 1D waves, i.e.,
Eqs. 3–5. If not specified, default values of region size are
used, X = Y = 1000 m, D = 1200 s.

The expected STE crest Z̄2 and the standard deviation
std(Z2) are computed from Eqs. 9 and 10, respectively, after
the mode of the probability distribution ẑ1 is estimated as:

ẑ1 ≈ √
2 ln(NV ) + 2 ln(2 ln(NV ) + 2 ln(2 ln(NV ))) (16)

This expression, derived in accordance with Krogstad
et al. (2004) and Socquet-Juglard et al. (2005), approx-
imates the largest positive solution of (NV z2

1 + NSz1 +
NP ) exp(−z2

1/2) = 1. It strictly holds on large areas, i.e.,
if XY � LxLy , but can be considered a good approxima-
tion also on smaller areas. Indeed, assuming for instance
a JONSWAP spectrum (Hasselmann et al. 1973) and cos2

directional distribution, the error with respect to the mode

1http://polar.ncep.noaa.gov/waves/wavewatch.shtml

http://polar.ncep.noaa.gov/waves/wavewatch.shtml
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obtained as the exact solution of the implicit equation is
1 % for X/Lx = 1 and fall below 0.1 % for X/Lx > 15.

In case space-only (D = 0) or time-only (X = Y = 0)
extremes are desired, the model is approximated as either
ẑ1 ≈ √

2 ln(NS) + ln(2 ln(NS) + ln(2 ln(NS))), or ẑ1 ≈√
2 ln(NP ), respectively.
The expected STE wave heights H̄1 and H̄c,1, and stan-

dard deviations std(H1) and std(Hc,1) are computed from
Eqs. 9, 10 and 14, 15 after the first minimum of the auto-
covariance function ψ∗ is estimated. In order to reduce the
computational effort and keep runtime as low as possible, au-
tocovariance function is obtained using an ad-hoc algorithm
that computes Eq. 13. First, only the portion of the time-lag
axis τ where it is more likely to encounter the minimum is
retained. Hence, the model computes 21 values of ψ(τ) for
0.3Tm ≤ τ ≤ Tm. Indeed, according to Boccotti (2000), the
period of the highest waves in a JONSWAP-like sea state
(peak-enhancement factor 3.3) is approximately 0.92Tp ≈
1.3Tm (taking Tp ≈ 1.41Tm) and so the minimum is typi-
cally expected at τ ≈ 0.65Tm, since the crest of the wave
occurs at τ = 0. Also, the number of iterations to integrate
the frequency spectrum S(ω) has been reduced to one fourth
by virtue of the following integration algorithm:

that while adding the contribution of the ith frequency to
the integral, at the same time retains the contribution of the
(i + 1)th, (i + 2)th, and (i + 3)th frequencies. Herein, nω

is the number of wavenumbers/frequencies adopted, and δ

is the ratio between subsequent frequencies (e.g., 1.1). The
reduction factor 4 has been chosen as, typically, 32, 36, or
40 frequencies are used to represent the spectral space in
wave models.

In the WW3 implementation, STE parameters are pro-
vided as dimensional variables by means of σ = √

m000.
The new output parameters, namely the expected STE and
standard deviations, are STMAXE (i.e., η̄2), STMAXD (i.e.,
std(η2)), HMAXE (i.e., h̄1), HMAXD (i.e., std(h1)), HCMAXE
(i.e., h̄c,1), and HCMAXD (i.e., std(hc,1)). A first valida-
tion of STE parameters computed within the WW3 model,
relative to the AA tower STE measurements, is provided
next.

4 Test case: “Acqua Alta” wave extremes

4.1 Model setup

In order to simulate with WW3 the wave conditions dur-
ing the AA experiment, a curvilinear Lambert conformal
grid was set-up on the Mediterranean Sea with 5-km res-
olution. The bathymetric domain was obtained by inter-
polating the EMODNET bathymetry dataset (1/8’ x 1/8’,
www.emodnet-bathymetry.eu) on the grid (Fig. 2). Direc-
tional wave spectra were discretized using a constant
10◦ directional increment (covering all directions), and
a spatially varying wavenumber grid (corresponding to
an invariant logarithmic intrinsic frequency grid cover-
ing from 0.05 to 2.00 Hz, i.e., deep water wave compo-
nents in the 0.5 to 20.0 s range, the same range used
in the WASS experiment). The source-term package of
Ardhuin et al. (2010) was used for wave growth and decay,
in association with the discrete interactions approximations
(DIA) of Hasselmann et al. (1985) for nonlinear wave-wave
interactions. Propagation was computed using a third-order
accurate scheme. Subgrid-scale obstructions, such as islands
and coastal features, were included. Near the coast, bottom
friction was modeled using the JONSWAP parameterization
(Hasselmann et al. 1973), as well as the depth-induced wave
breaking parameterization of Battjes and Janssen (1978).

According to Signell et al. (2005), the high resolution
of atmospheric models (e.g., horizontal grid size smaller
than 20 km) is crucial to improve the accuracy of numer-
ical wave model forcings in semi-enclosed basins as the
Adriatic Sea, as it adequately addresses the effect of the
surrounding orography on dominant and transient winds.
Therefore, WW3 was forced by horizontal wind-field com-
ponents at 10-m height produced by the “COnsortium
for small Scale MOdeling-MEditerranean” (COSMO-ME,
Steppeler et al. (2003)) atmospheric model, an operational
version of the non-hydrostatic regional COSMO model,
run by CNMCA within the NETTUNO forecasting sys-
tem (Bertotti et al. 2013). COSMO-ME is integrated over
the European-Mediterranean area with 7-km horizontal grid
resolution and 40 vertical levels, using the LETKF-CNMCA
data assimilation system fields as initial conditions and the
IFS fields as lateral boundary conditions. Forecasting fields
are produced twice a day (00 UTC and 12 UTC) over 72 h,
with 3-h resolution. For our study, we used the COSMO-ME
wind fields covering the March 02–30, 2014 period.

The sea state observed by WASS at “Acqua Alta” is
part of a northeasterly “Bora” storm lasting approximately
1.5 day, from March 10th, 2014 at 00.00UTC to March 11th,
2014 at 12.00UTC (see, e.g., Fig. 3), a typical duration of
storms driven by Bora winds in the Adriatic Sea. However,
in order to assess the model performance, WW3 was run for
the whole March 02–30, 2014 period (neglecting the first
48-h warm-up), producing hourly output wave parameters.
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Fig. 2 WW3 computational domain and interpolated bathymetry of the Mediterranean Sea. AA (red) is “Acqua Alta” tower location, in the
northern Adriatic Sea

4.2 Model-observation comparisons

Surface winds from the COSMO-ME model, and wave
results from the WW3 model were compared to data
gathered at the AA tower. We focused on this station
because the storm under analysis was localized in the
Adriatic Sea, mostly in the northern part of the basin.
Atmospheric AA data are provided by a T031-TVV/T033-
TDV SIAP anemometer (measuring wind speed and direc-
tion every 5 min at 15-m height, with 0.5 m/s and 0.5◦
accuracy). Wind speed is then corrected to the standard 10-
m reference level, assuming near-neutral conditions, and
wind directions rotated in order to align to the wave con-
vention (i.e., directions of propagation, with respect to
geographical North). Wave data are routinely measured at
AA by an acoustic surface tracking system (Nortek Acoustic

Wave and Current profiler, AWAC) at 1-Hz sampling fre-
quency and with an accuracy of 1 % of the measured value
for wave elevation and 2◦ for wave direction.

The comparison of modeled and observed atmospheri-
cal parameters is provided in Fig. 3 and in Table 3. For
assessment, we used the correlation coefficient (CC), root
mean square error (RMSE) and model-observation Bias
for wind speed U10, and directional model-observation
bias (Bias◦) for wind direction θU (according to Mardia
and Jupp (2009)). As verified by Bertotti et al. (2013),
performance of COSMO-ME at the tower is quite good,
despite the intrinsic error typically accompanying forecasts.
Indeed, the wind is globally well reproduced with U10

having CC of 0.86, RMSE of 1.81 m s−1, and Bias of
−0.01 m s−1. Wind direction θU is slightly positively biased
(1.39◦).

Fig. 3 COSMO-ME
atmospherical outputs (inputs
for WW3, black) and
observations (gray) at AA tower:
wind speed (left) and direction
(right) at 10-m height. The red
lines denote the WASS stereo
experiment. Wind directions
denote where the wind is
blowing to (in agreement with
the wave direction convention)
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Table 3 Comparison of atmospheric and wave parameters at AA
tower, as statistical indicators of the agreement between modeled
and observed parameters: correlation coefficient (CC), root mean
square error (RMSE) and model-observation Bias for wind speed U10,
significant wave height Hs , mean wave period Tm; directional model-
observation Bias◦ for wind direction θU and mean wave direction θm

(according to (Mardia and Jupp 2009)). Compared period is March
02–30, 2014 for COSMO-ME, and March 04-30, 2014 for WW3

CC RMSE Bias Bias◦ (◦ )

COSMO-ME U10 (m s−1) 0.86 1.81 −0.01 –

θU (◦ N) – – – 1.39

WW3 Hs (m) 0.92 0.19 −0.06 –

Tm (s) 0.76 0.59 −0.40 –

θm (◦ N) – – – 5.54

With respect to observations, the storm under investi-
gation is simulated with smaller wind speed at the peak
(12.5 m s−1 instead of 15.2 m s−1), which verifies 6 h
later than the actual occurrence. This is not surprising, as
on the one hand it is recognized that atmospheric models
systematically underestimate short-fetch winds (as Bora) in
enclosed basins (as the northern Adriatic Sea, see Cavaleri
and Bertotti (2004)); on the other, COSMO-ME is a fore-
casting model, whose performance on the whole Adriatic
Sea was assessed by Bertotti et al. (2013) finding CC of
0.85, RMSE of 1.80 m s−1 and Bias of −0.29 m s−1 (values
that very well resemble the statistics we obtained at AA over
a shorter period, but with a higher Bias). Wind direction

θU at the peak is simulated with a 14◦ difference with
respect to observations (245◦ N instead of 259◦ N). How-
ever, during the WASS experiment, observed and modeled
U10 are 10.7 and 12.2 m s−1 , respectively, while θU is
accurately reproduced (239◦ N).

The comparison of modeled and observed wave param-
eters is provided in Fig. 4 and in Table 3. For assessment,
we used CC, RMSE, and model-observation Bias for sig-
nificant wave height Hs and mean wave period Tm, and
model-observation Bias◦ for mean wave direction θm. Hs is
reproduced with CC of 0.92, RMSE of 0.19 m and Bias of
−0.06 m. Tm has CC of 0.76, RMSE of 0.59 s and Bias of
−0.40 s. Hence, as a consequence of the wind underestimate
(at AA and most likely over the whole Bora fetch), simu-
lated Hs and Tm are generally smaller than the observations,
in particular Tm. θm is slightly rotated, having a Bias◦ of
5.54◦. With respect to observations, the storm is reproduced
with smaller Hs (1.68 m, instead of 1.97 m) and Tm (4.0 s,
instead of 4.2 s) at the peak, retaining the 6 h delay already
observed in U10. Modeled θm at the peak (253◦ N) is 6◦
far from the observation (259◦ N). During the WASS exper-
iment, the modeled storm is still in its growing phase (in
contrast with observations) and has Hs = 1.60 m, Tm = 3.9
s and θm = 261◦N (Table 4), while Hs = 1.33 m, Tm = 3.6
s and θm = 248◦N have been observed with WASS in the
storm descent.

Hence, we can conclude that the atmospheric and wave
parameters at AA are generally well reproduced by the

Fig. 4 WW3 wave outputs
(black) and observations (gray)
at AA tower: significant wave
height (top-left), mean wave
period (top-right) and mean
wave direction (bottom). The
red lines denote the WASS
stereo experiment
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Table 4 Modeled (WW3) wave parameters at AA tower on March
10th, 2014, 10.00UTC

Hs (m) θm (◦N) θp (◦N) Tm (s) Tp (s)

1.60 261 265 3.9 5.8

Lx (m) Ly (m) αxt αyt αxy

17.0 20.6 0.80 −0.14 −0.13

ν μ ψ∗ σs (◦) γs

0.45 0.07 −0.64 27 0.83

COSMO-ME and WW3 modeling system. However, dur-
ing the Bora storm, some discrepancies have been found,
in particular at the peak and during the experiment. Such
discrepancies, partly resulting from deficiencies in the wind
forcing, suggest differences between modeled and observed
directional spectra that will be discussed later on in Section
4.3, as they in turn reflect in differences on STE results from
the model.

4.3 Results

The STE results of the WW3 model are analyzed in this
section. We consider WW3 outputs at 10.00 UTC on March
10th, 2014 for comparison with WASS observations of max-
ima at AA (between 09.40 UTC and 10.10 UTC). First, we
describe and compare results in terms of directional spectra
and spectral parameters, which are used by WW3 for STE
estimate. Taking into account the directional spectra, we
assume there is no effect of the spectral resolution, as shown
by Benetazzo et al. (2016, Space-time extreme wind waves:
analysis and prediction of shape and height, unpublished)
who found, for instance, an excellent agreement between the
autocovariance function ψ(τ) computed from the original
WASS spectrum (1024 frequencies and 180 directions) and
that computed from the WASS spectrum with a model-type
resolution (i.e., 40 frequencies and 36 directions). Then,
we present STE model results, and discuss them in the
light of the spectral and parameter difference found, whilst
comparing them with observations.

4.3.1 Wave spectra and parameters

The directional spectrum at AA computed by WW3 at 10.00
UTC is depicted in Fig. 5, where, for comparison, the WASS
spectrum is also shown. Directional spectra (modeled and
observed) have been computed in the same frequency range
(0.05–2.00 Hz, and 0-360◦ N). Integral and peak parame-
ters of the modeled spectrum are collected in Table 4 and
have to be compared with observed parameters in Table 1.
As seen, both spectra are unimodal, with comparable spec-
tral levels at the peak. However, the modeled spectrum is
wider both in frequency and direction with respect to the
observed spectrum. This is consistent with the larger Hs

and Tm computed by the model (due to the different wind).
For the same reason, also the model mean wavelength Lx

and mean wave crest Ly are larger than those from obser-
vations: 17.0 m in place of 13.6 m for Lx , and 20.6 m in
place of 14.6 m for Ly . This leads to a less short-crested
sea state: indeed γs is 0.83, while we computed 0.93 during
observations.

Peak period is 5.8 s (WW3) instead of 5.2 s (WASS). The
modeled spectrum is also slightly rotated toward west with
respect to the observed one (θp = 265◦ N instead of 254◦
N, and θm = 261◦ N instead of 248◦ N), as a consequence
of a positively biased wind direction during the simulation.
Irregularity parameters show some differences: indeed αxt ,
which expresses the correlation between the space and time
gradients of the sea surface elevation in the wave propaga-
tion direction, is much larger in model results (0.80 instead
of 0.35). This means that the modeled sea state should be
more organized along the propagation direction with respect
to observations. Also αyt and αxy parameters are larger in
model results and they are negative. However, despite these
differences, their absolute values remain smaller than αxt .

In order to compare the spectral shapes computed by
the model and those obtained from stereo observations, we
derive the omnidirectional frequency spectra S(f ) and the
directional distribution functions D(θ), which are shown
in Fig. 6. For a better comparison of S(f ) and D(θ), the
model spectrum is also scaled with the observed variance
(i.e., the observed S(f ) integral) and shifted of 0.02 Hz

Fig. 5 Observed (left,
�f = 2·10−3 Hz, �θ = 2◦) and
modeled (right, �f/f = 0.1,
�θ = 10◦) directional wave
spectrum S(f, θ) during the
WASS experiment, in the 0.05-
2.00 Hz and 0–360◦ ranges. In
Figure, only the 0.05-0.40 Hz
range is shown for clarity
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Fig. 6 Omnidirectional frequency spectrum S(f ) (left) and direc-
tional distribution function D(θ) (right): observed (gray solid line)
and modeled (black solid line). For comparison, modeled spectrum
is scaled and shifted (0.02 Hz) to match the observed total vari-
ance and peak frequency (black dashed line), and modeled directional

distribution is shifted (11◦) to match the observed peak direction
(black dashed line). Reference spectral slopes are shown as red dashed
line (f −4) and blue dashed line (f −5) in the left panel. Reference
directional distribution (D(θ) = � cos2s (θ), with s = 1 and � the
normalization factor) is shown as blue dashed line in the right panel

to have comparable spectral levels and aligned peaks, and
the model distribution is also rotated of 11◦ to align the
peaks. The shapes of modeled and observed S(f ) are almost
corresponding in the range 0.15–1.00 Hz. Above this range,
a residual noise is visible in the observation spectrum
causing it to depart from the slope it follows until there, in
agreement with reference spectral slopes.

Hence, overall, the spectral width reproduced by the
model is very similar to the observed one, though slightly
larger, as also indicated by ν (0.45 instead of 0.47) and
ψ∗ (−0.64 instead of −0.67). The integral steepness μ is
well reproduced, being 0.07 from the model spectrum and
0.06 from the observed spectrum. The directional distribu-
tion simulated by WW3 is wider than that observed. Also,
while the latter is almost symmetric about the peak, model
distribution exhibits a larger extension toward the southern
directions (180◦ N). These features are synthesized by the
directional spreading parameter σs (Kuik et al. 1988), that is
equal to 23◦ for observations (retaining the θp ± 90◦ range
only, to limit the noise introduced by EMEP) and to 27◦ for
model distribution (the cos2s distribution with s = 1 and
σs = 31◦ is also plotted in Fig. 6 for reference).

4.3.2 Space-time wave extremes

Given the modeled directional spectrum and the integral
parameters associated, we expect the modeled STE to be
smaller than the observed ones. Indeed, it is evident from
Eqs. 3–5 that for the same space-time volume (i.e., V1 or
V2) by virtue of larger Lx , Ly , Tm, αxt , αyt, and αxy , the
average numbers of waves (i.e., NV , NS , NP ) are smaller. In
turn, Eq. 9 gives smaller expected STE crests. For the same
reason, and also due to the smaller modeled ψ∗, the com-
puted expected STE wave height from Eq. 11 and the wave

height associated to the expected STE crest from Eq. 12 are
smaller too.

STE computed by the WW3 model are collected in
Table 5 (to be compared with observed STE in Table 2).
Over V1, WW3 computed a ξ̄ of 1.28 and a ζ̄ of 1.83,
whereas STE from WASS were ξ̄ = 1.38 and ζ̄ = 2.08.
Hence, WW3 underestimated the STE of 7 and 12 %,
respectively. Over V2, modeled ξ̄ is 1.33 and ζ̄ is 1.89, while
observed ξ̄ is 1.38 and ζ̄ is 2.02. Thus, WW3 underesti-
mated the STE of 4 and 6 %, respectively. The expected
maximum wave heights χ̄ over V1 and V2 (not compared
to observations) were 2.02 and 2.09, respectively. Hence, as
expected, given ψ∗ = −0.64, modeled H̄c,1 is 9 % smaller
than H̄1, for both the space-time regions.

In Fig. 7, the time-series of the dimensional STE com-
puted by WW3 on March 10th, 2014 are plotted. As seen,
the time evolution of the expected STE are strongly corre-
lated with the time evolution of Hs . Also, the confidence
intervals (i.e. ,±3std with respect to expected values) widen
in correspondence of large Hs values, e.g., at the storm peak,
and tighten where Hs is lower. Observed STE are depicted
as mean values and bars extending from the minimum to

Table 5 Modeled (WW3) dimensionless STE at AA tower on March
10th 2014, 10.00UTC, over regions V1 (X = Y = 11.2 m, D = 1800
s) and V2 (X = Y = 30.6 m, D = 450 s): maximum crest height ξ ,
height of the wave with maximum crest height ζ and maximum wave
height χ

ξ ζ χ

Mean std Mean std Mean std

V1 1.28 0.11 1.83 0.13 2.02 0.15

V2 1.33 0.10 1.89 0.13 2.09 0.14
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Fig. 7 Time series of modeled
dimensional STE at AA on
March 10th, 2014, over the
regions V1 (X = Y = 11.2 m,
D = 1800 s, left panels) and V2
(X = Y = 30.6 m, D = 450 s,
right panels): maximum crest
height (η, top panels), height of
the wave with maximum crest
height (hc, central panels) and
maximum wave height (h,
bottom panels), depicted as
expected values (blue solid line)
and confidence intervals (±3std,
blue filled area). Observations
are drawn as mean (black
square), minimum and
maximum values (black circles).
Observed (black dashed line)
and modeled (blue dashed line)
significant wave heights are also
drawn in each panel. The WASS
stereo experiment duration is
highlighted by the light red bar
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the maximum observed values. For V1, observations are
included within the model confidence interval; for V2 the
mean and maximum values stay within the interval, while
minimum observed crest and associated wave height fall
outside of the confidence interval. As shown, the model Hs

differs from the observed one, especially in the first 8 h of
the day, when observations reach the peak while modeled
storm is still growing. During the experiment, differences
reduce and modeled Hs is higher than observed (1.60 m
instead of 1.33 m). However, due to such differences and
higher modeled Hs , model dimensional STE are higher than
the observed ones. Precisely, over V1 the expected STE crest
and associated wave height are overestimated of 11 and 6 %,
respectively; over V2 of 16 and 12 %, respectively.

5 Discussion and conclusions

In this study, we have presented the implementation of a
STE model for ocean wind waves within WW3 version
5.16, and validated simulation results with stereo obser-
vations of open-ocean waves as first test case for the

novel implementation. For the present purpose, we have
introduced in WW3 the STE model of Fedele (2012)
as extended by Benetazzo et al. (2015) to predict the
second-order nonlinear crest height, and the linear QD the-
ory of Boccotti (2000) to predict the STE wave heights.
Sea-state parameters and extremes during a storm in the
Mediterranean Sea have been simulated by WW3 forced
by wind fields provided by the COSMO-ME atmospheric
model. Observations of sea-state extremes have been
gathered in the northern Adriatic Sea (Italy), at the oceano-
graphic tower “Acqua Alta,” by a stereo system WASS,
providing STE over two different space-time regions.

Results of the test case have shown that the WW3
STE model predictions are in agreement with the real-
case WASS observation, being dimensionless STE crest and
wave heights as accurate as (at most) 7 and 12 %, respec-
tively. Observed model-observation discrepancies are due to
the combination of errors of different sources, namely forc-
ing wind fields, WW3 model source term parameterizations,
the STE theoretical model, and the STE implementation.
During the WASS experiment, the STE theoretical model
herein considered was shown to be accurate to within the
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3 % (at most) of the observed STE crest and associated wave
heights. In the following, we focus our discussions on the
conditions in which results have been obtained and on the
effects of the model approximations and model forcing.

Model-observation discrepancies are mainly related to
the effect of the wind forcing on the directional spectrum.
Indeed, despite a general agreement with observations at
AA over the simulation, the peak of the storm in study (both
in terms of U10 and of spectral wave parameters, which
directly depends on U10 as the storm was dominated by
wind seas without swells from other regions) is postponed
and underestimated. The larger modeled wind speed during
the experiment causes the computed parameters (Hs , Lx ,
Ly , Tm, αxt , αyt, and αxy) to be different and, in particu-
lar, larger than those observed. For instance, modeled Hs is
20 % larger than the observed one. To show that a better
representation of the directional spectrum (and so, of wave
parameters) would lead to better agreement with observa-
tions, in Table 6 we combine the STE estimate implemented
in WW3 with the best spectrum we can get from the model,
i.e., the WASS directional spectrum interpolated on the
model spectral grid. From the comparison with Table 5, we
see that the observed-modeled discrepancy in expected STE
crest heights ξ reduces from 7 to 2 % (at most); the discrep-
ancy in expected STE wave heights ζ reduces from 12 to
4 % (at most). We also notice that discrepancies in standard
deviations of STE do not change significantly. It is assumed,
hence, that a more accurate choice of the wind forcing can
lead to more accurate STE estimates than those obtained in
this test case.

The approximations introduced in the implementation
are only responsible for a minor effect on STE. This can
be observed by comparing WW3 estimates in Table 5 with
estimates obtained without approximations, i.e., using the
theoretical STE model and the WW3 spectrum (Table 6).
The effect of removing approximations is to improve predic-
tions (5 % difference from observations, at most, for ξ ; 10 %
difference, at most, for ζ ) but less than what is achieved by
using the observed spectrum.

Table 6 Dimensionless STE at AA tower (March 10th 2014,
10.00UTC) estimated using (i) WW3 implementation and WASS
directional spectrum, (ii) theoretical STE model and WW3 directional
spectrum. Results over regions V1 (X = Y = 11.2 m, D = 1800 s)
and V2 (X = Y = 30.6 m, D = 450 s). Only results for STE that have
been observed (i.e., ξ and ζ ) are shown here

ξ ζ

Mean std Mean std

(i) V1 1.35 0.10 1.99 0.13

V2 1.39 0.10 2.04 0.13

(ii) V1 1.31 0.10 1.87 0.13

V2 1.34 0.10 1.91 0.13

WW3 underestimates the observed dimensionless STE
because the direct effect of Hs on STE is removed by
using dimensionless STE, but the effect of wave parameters
has direct consequences on the average number of waves.
For WW3 NV , NS, and NP are smaller than for WASS,
and this in turn reflects on smaller modeled than observed
dimensionless STE. However, even if differences in wave
parameters are sometimes significant (e.g., for αxt , αyt and
αxy) the effect on STE is not of the same extent, but reduced,
as shown by Barbariol et al. (2015). The situation is dif-
ferent when dimensional variables are considered, because
the 20 % error on Hs estimate is added: as the model Hs is
larger than the observed one, dimensional model estimates
are larger than the observations.

Model-observation discrepancies of dimensionless STE
wave height (12 % at most) are larger than those of the
STE crest height (7 % at most). Indeed, in Eq. 12, the
4 % error on ψ∗ (fully ascribed to the spectrum estimate
by the model) is combined with the error committed in the
estimate of the linear STE crest height. Therefore, gener-
ally, assuming a proper model representation of the wave
parameters (e.g., through accurate wind forcing and appro-
priate model setup), the estimate of STE crest height is
expected to be more accurate than that of the STE wave
heights.

Showing results on two different space-time regions
offers the opportunity of testing the model performance on
different spatio-temporal domains. Also, it is useful to fur-
ther discuss how much the STE estimate is affected by the
approximations introduced in the model implementation.
For instance, the use of Eq. 16 in evaluating the mode of the
distribution. Indeed, through Eq. 16, the mode is a function
of NV . Hence, over V2, where the area XY ≈ LxLy and the
average number of waves that gives the largest contribution
to STE is NV , the error introduced by the approximate solu-
tion is only 1 %. Instead, over V1, the area XY � LxLy ,
and Eq. 16 underestimates the mode of 2.4 % with respect to
the exact solution of (NV z2

1 +NSz1 +NP ) exp(−z2
1/2) = 1,

since the contribution of the average number of waves NS

is comparable to that of NV . Over the domains of anal-
ysis of this study, we can assess the effect on the STE
(dimensionless) estimate of this approximation to contribute
to 1 to 2 points of the discrepancies found (e.g., ξ̄ differ-
ence from observations over V1 would be 5 %, instead of
7 %, see Table 6). However, it is expected that this effect
becomes negligible when larger areas (the model grid size,
for instance) are considered.

The WW3 STE model shows better performance in sim-
ulating dimensionless STE over V2 than over V1. However,
it is worth noting that during the experiment, observed
STE over V1 and V2 have been obtained using two dif-
ferent methods. Indeed, over V1, STE have been observed
under the condition that ξ > 1.25 (i.e., one of the freak
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Fig. 8 Expected dimensional STE crest height η̄ over the Mediterranean Sea on March 10th, 2014, 10.00UTC for the volume V2 (X = Y = 30.6
m, D = 450 s). Significant wave height (m) is depicted for reference as black contour lines (0.5 m spacing)

wave definitions); hence, there is a sort of conditioning
on the choice of the observation time and space. On the
contrary, over V2, there is no a-priori conditioning for the
choice and STE have been chosen with the only require-
ment of being the maximum elevations over space and time.
This is the reason for the larger variability of the observa-
tions over V2, even with a smaller number of elements (16
instead of 23). As a corollary, it is not proper to compare
model-observation discrepancies over V1 with those over
V2. However, showing both of them allows to infer at the
same time the performance of the model while compared
to potential freak wave events (over V1), or to general STE
without additional labels (over V2).

Spectral shapes (over frequency and over direction) mod-
eled by WW3 have been found to be in fair agreement
with observations, despite the differences related mainly to
the wind forcing inaccuracy during the experiment. How-
ever, leaving aside the external forcing effects, we point out
the opportunity of deepening the knowledge of the model
effects (e.g., the wave-wave nonlinear interaction model-
ing) on the directional spectrum shape, and in turn on the
STE. Indeed, preliminary analytical studies with a JON-
SWAP spectrum (Hasselmann et al. 1973) combined with a
cos2s directional distribution (with s = 1) have shown that
a 5 % error on the spectral bandwidth ν leads to a 2 % error
on the STE crest height. Similar considerations hold for the
error on the directional spreading which can affect the STE
estimate.

Finally, the map of the expected dimensional STE crest
height over the Mediterranean Sea at the time of the WASS
experiment (Fig. 8) illustrates, on the one hand, that the STE
estimate produced by the novel implementation of WW3 is
a continuous field over space, and on the other hand that
such implementation allows for large-scale prediction of
wave extremes which could be useful for guidance in marine
operations once a proper verification of the novel imple-
mentation will be completed. In the near future, further
experiments and model runs in different met-ocean condi-
tions and locations are planned in order to complement the
dataset herein presented and provide a more comprehen-
sive assessment of the novel implementation performance.
Results from our study are a first step toward a more
thorough analysis of model-observation discrepancies and
behavior, which, as new observations will become available,
may improve the prediction of wave STE within a numerical
weather prediction framework.
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