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Abstract Sonar performance modeling is crucial for
submarine and anti–submarine operations. The valid-
ity of sonar performance models is generally limited
by environmental uncertainty, and particularly uncer-
tainty in the vertical sound speed profile (SSP). Rapid
environmental assessment (REA) products, such as
oceanographic surveys and ocean models may be used
to reduce this uncertainty prior to sonar operations.
Empirical orthogonal functions (EOF) applied on the
SSPs inherently take into account the vertical gradients
and therefore the acoustic properties. We present a
method that employs EOFs and a grouping algorithm
to divide a large group of SSPs from an ocean model
simulation into smaller groups with similar SSP char-
acteristics. Such groups are henceforth called acousti-
cally stable groups. Each group represents a subset
in space and time within the ocean model domain.
Regions with low acoustic variability contain large and
geographically contiguous acoustically stable groups. In
contrast, small or fragmented acoustically stable groups
are found in regions with high acoustic variability. The
main output is a map of the group distribution. This is
a REA product in itself, but the map may also be used
as a planning aid for REA survey missions.
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1 Introduction

Environmental uncertainty generally limits the valid-
ity of sonar performance models (James and Dowling
2008). In the mid–frequency range (1 to 10 kHz), typ-
ically used by anti–submarine warfare (ASW) sonars,
uncertainty in sound speed profile (SSP) has significant
impact on the modeled transmission loss (Dosso 2003;
Dosso et al. 2007; LePage 2006a, b, c; Finette 2006)
used in sonar performance predictions. The output of
sonar performance models is important when planning
the placement of sonar assets during ASW sonar opera-
tions. A consequence of uncertainty in predicted sonar
range is that more sonar assets are required to obtain
the required probability of success. This uncertainty
may be reduced by increasing the knowledge of the
environment through rapid environmental assessment
(REA) missions prior to or during sonar operations.
In this context, REA includes different sources of
oceanographic information, such as ocean modeling
systems or in situ measurements. Although most ocean
modeling systems have their deficiencies, their inherent
covertness and wide geographical coverage makes them
attractive for planning of sonar operations.

The proposed method divides SSPs from an ocean
model into smaller acoustically stable groups. The mod-
eled sonar performance, here defined as signal ex-
cess (Urick 1983), is approximately the same for all
SSPs within an acoustically stable group. Each group
represents a subset in space and time of the 4-dimen-
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sional ocean model data. The end product is a time
series of maps, each map showing the geographical
distribution of acoustically stable groups for a single
time step. Regions consisting of fragmented or small
acoustically stable groups are considered acoustically
unstable, while regions consisting of large and contigu-
ous acoustically stable groups are considered acousti-
cally stable.

The method combines empirical orthogonal func-
tions (EOF) (Preisendorfer 1988) and clustering (Jain
and Dubes 1988). This is equivalent to methods used
on echo sounder data for seabed classification (Milligan
et al. 1978). However, the clustering method is compu-
tationally expensive. A less refined grouping algorithm,
henceforth called the coefficient sign test (CST), with
far lower computational cost is proposed and compared
to clustering.

The method is tested on SSPs from Westcoast200m
(Engedahl 1995), a high resolution numerical ocean
model covering 16.000 square kilometers adjacent to
the Norwegian coast. This high resolution model pro-
vides us with a gridded data set in both space and time
where oceanographic dynamical features are realisti-
cally resolved.

2 Method

Given a group of SSPs from an ocean model, the
group is split into smaller acoustically stable groups by
analysing their EOF coefficients (Section 2.1) and using
the following algorithm:

1. The algorithm starts with a group of SSPs, and a
cost function (Section 2.3), henceforth called the
EOF cost function, is used to check if the group
can be considered acoustically stable for the given
sonar scenario.

– If the estimated cost of the group is below the
selected threshold T f , the group is accepted as
acoustically stable and not further processed. If
not, the group is passed on to step 2.

2. A grouping algorithm (Section 2.2) splits the group
into two smaller groups. In this study we compare
two grouping algorithms, both based on analysis of
EOF coefficients.

– Groups with less than K SSPs are considered
too small and are therefore removed. The re-
maining groups are used as input to the next
iteration (step 1).

The size limitation, given by K, dictates the mini-
mum geographical coverage of the acoustically stable
groups. The preferred minimum size depends on the
application. Without the size requirement the analysis
would include a large number of tiny, but acoustically
stable groups — in extreme cases, one group could
theoretically contain only a single profile. Groups that
do not meet the size limitation are allocated to a single
group that is considered acoustically unstable, typically
plotted in grey, Section 4.

Note that the group of SSPs considered may extend
in time as well as space. In that case, the acoustically
stable groups extend both in space and time. One of the
main advantages by including time–dependent ocean
model data is that the geographical extent of a partic-
ular type of water mass, represented by an acoustically
stable group, may be tracked through time.

2.1 Empirical orthogonal functions

A detailed account on how EOFs are derived from a
data set is found in Preisendorfer (1988). The following
gives a short synopsis of the method.

Consider a data matrix ̂C, where each row contains a
single mean subtracted SSP, ĉ(x, t)T with an associated
position, x, and time, t. The mean subtracted SSP is
given by:

ĉ = c − c (1)

where c is a SSP and

c = 1
M

M
∑

m=1

cm, (2)

where cm is the mth SSP.
The correlation matrix, RC is given by:

RC = 1
M

̂CT
̂C, (3)

where M is the number of SSPs in the data matrix.
The SSPs may then be represented by the following
expression:

c = c +
N

∑

k=1

κkuk, (4)

where uk are EOFs and may be derived by solving the
following eigenvector problem:

RCuk = λkuk, (5)

where λk is the eigenvalue corresponding to uk. There
are N EOFs, where N is the number of depth steps
in the SSPs. The EOF corresponding to the highest
eigenvalue is commonly called the leading coefficient.
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Fig. 1 Comparison of the EOF cost function to the acoustic cost
function for the two sonars and two data sets considered. The
dashed line indicates the limit used on the acoustic cost function
to determine whether a group has stable sonar conditions

The coefficients, κk, representing a specific SSP, ĉ, are
found as follows:

κk = uk
T ĉ. (6)

2.2 Grouping of sound speed profiles

Two different algorithms for splitting a group of SSPs
into two smaller groups are presented. The first is a
conventional clustering algorithm (CA) while the sec-
ond, henceforth called coefficient sign test (CST) is a
less refined algorithm developed for low computational
cost and for managing large data sets.

Cluster analysis (Jain and Dubes 1988) is assigning
data points with similar characteristics to the same
group of data, called a cluster. The CA employs hier-
archical clustering on the five leading EOF coefficients
with the Euclidean distance function and cluster aver-
age midpoint to calculate the distance between clusters
(Jain and Dubes 1988). SSPs with similar vertical struc-
ture are close together in coefficient space — and will
be assigned to the same cluster.

The coefficient sign test applies an EOF analysis on
the input group of SSPs. The SSPs are subsequently
split in two groups; one where the leading coefficient

Table 1 Thresholds on the EOF cost function for different sonars
and data sets

March 2007 June 2010

HMS TAS HMS TAS

Threshold 7 13 3 23

is positive and one where the leading coefficient is
negative. Note that due to the iterative main algorithm,
both the EOF analysis and the subsequent splitting is
done on progressively smaller subsets of the original
data set.

2.3 Cost function

The EOF cost function used to assess the acoustic
stability of a group is simply the summed variances of
the coefficients representing the SSPs in that group.
Consider a group of N SSPs represented by EOF
coefficients. The cost, f , is given by:

f =
N

∑

k=1

Var(κk). (7)

The variance of the coefficients, Var(κk), is given by:

Var(κk) = 1
N − 1

N
∑

j=1

(

κ
( j)
k − mk

)2
, (8)

where

mk = 1
N

N
∑

j=1

κ
( j)
k (9)

and κ
( j)
k is the kth coefficient representing the jth SSP in

that group. If the cost is below a set threshold, T f , then
that group is considered acoustically stable. Note that f
is equivalent to the summed depth dependent variance
of all SSPs in the group.

The main intent of the presented method is to di-
vide a large geographical area into smaller areas with
stable sonar conditions. The EOF cost function is
based on an EOF analysis of the SSPs contained in
that area and therefore efficiently captures ocean-
ographic variations. However, there is not a linear
relationship between the sonar conditions and these
variations. Also, the sensitivity of the sonar conditions
to oceanographic variations depends on the present
sonar–target geometry (Kessel 1999; Hjelmervik and
Sandsmark 2008).

The following analysis is included in order to assess
the quality of the EOF cost function. The EOF cost
function is compared to an acoustic cost function. The
acoustic model Lybin (Hjelmervik et al. 2008) is used
to estimate the signal excess for each SSP contained in
the analysed area.

The performances of two different active sonars are
estimated; a hull mounted sonar (HMS) at 5 m depth
and a towed array sonar (TAS) at 100 m depth. Two
different sonars are used in order to demonstrate that
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Fig. 2 SSPs for both the
March 2007 (top) and June
2010 (bottom) data set. The
black dashed line represents
the average SSP
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the threshold applied on the EOF cost function should
depend on the sonar used, and particularly the depth of
the sonar used.

A flat bottom at 300 m depth is assumed. A generic
group of SSPs are generated by selecting a random set
of Gaussian distributed EOF coefficients, where the

Fig. 3 Basic oceanographic
circulation patterns of the
northern North Sea. Note
that wind effects and
mesoscale dynamics cause
considerable variations to the
location of the currents,
including meanders and eddy
formation. The white box
shows the domain of the
ocean model, whereas the
white hatched area indicates
the domain of the data used
after removal of data points
in fjord inlets and in areas
shallower than 200 meters
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summed coefficient variances are varied from 0 to 25.
Note that the sum of the coefficient variances is equal
to the value of the EOF cost function for that group of
SSPs. The EOFs and the ratio of the eigenvalues and
the leading eigenvalue are derived from the data sets
presented in Section 3.

The acoustic cost function is simply the averaged
percentage of target ranges, r, and depths, z, considered
where the bias, b , exceeds a set threshold, T. The
averaging is over all SSPs in that group. The bias for
a single SSP is defined as:

b(r, z) = ∣

∣SEj(r, z) − SEm(r, z)
∣

∣ , (10)

where SEj(r, z) is the modeled signal excess at [r, z]
using the jth SSP in the acoustic model. The mean
signal excess, SEm(r, z), is given by:

SEm(r, z) = 10 log10
1
N

N
∑

j=1

10SE j(r,z)/10, (11)

where N is the amount of SSPs in the considered group.
Groups where the computed percentage is below a
selected limit are assumed to have stable sonar condi-
tions. Here we consider 0.1 to be an appropriate limit.

Figure 1 shows the acoustic cost function versus the
EOF cost function for the HMS and TAS for each
data set. A threshold, T, of 5 dB and target ranges

of 2 km to 10 km and depths of 10 m to 200 m are
considered when estimating the acoustic cost function.
The acoustic cost function clearly increases when the
EOF cost function increases for both sonars in both
data sets. However, the relationship between the cost
functions is different for different sonars and data
sets. This clearly shows that the threshold used on the
EOF cost function when determining what groups are
stable should depend on the sonar used and on the
data set considered. The comparison between the two
cost functions should therefore be made prior to any
analysis to ensure that the threshold used complies with
any requirements on acoustic stability. Thresholds on
the EOF cost function that correspond to an acoustic
cost of 0.1 (Fig. 1) were chosen and are listed in
Table 1.

3 Example area and data set

The study area is in the North Sea, close to the western
coast of Norway (Fig. 3). This part of the North Sea is
relatively flat, with depths around 300 m, with a steep
rise at the Norwegian Coast to the east. Circulation
in the area is dominated by inflow and recirculation
of saline Atlantic water (AW) which enters the North

Fig. 4 Comparison of group
distributions when using the
two different grouping
algorithms on data from a
single time step of a
downsampled version of the
March 2007 data set
(03-Mar-2007 12:00:00 UTC).
The threshold corresponding
to the HMS sonar is used, see
table 1
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Sea from the north and the low salinity coastal waters
(CW) in the Norwegian Coastal Current (NCC) (Fig. 3)
(Svendsen et al. 1991; Otto et al. 1990; Winter and
Johannessen 2006). The NCC originates in Skagerrak
as very low salinity water from the Baltic and is mixed
with the water of the North Sea. The latter is essentially
of Atlantic origin, but more or less diluted (freshened)
through its residence in the North Sea (Svendsen et al.
1991; Otto et al. 1990). The NCC follows the Norwegian
coast, but with variable lateral extent which is mainly
controlled by wind forcing and meander/eddy forma-
tion processes. The usual features of frontal dynamics
(frontal structures, filaments, meanders and eddies) are
found at the transition between coastal and Atlantic
water masses (Svendsen et al. 1991; Johannessen et al.
1989). In general water masses with salinity greater
than 35 psu are referred to as AW and below 35 psu
as CW (Otto et al. 1990).

The SSPs (Fig. 2) used in this study are based on
three dimensional forecasts of temperature and salinity
from the high resolution numerical ocean model West-

coast200m. This ocean model is a version of Princeton
Ocean Model (POM) (Engedahl 1995; Ommundsen
et al. 2008), run operationally by the Norwegian Meteo-
rological Institute. The model domain covers an area of
approximately 16.000 km2, from 59.30◦ N 4◦ E to 61◦ N
5.75◦ E with a horizontal resolution of 200 m (white box
in Fig. 3). The forecast period is 33 hours with 11 time
steps at 3 hour intervals. The data are subsampled to
a horizontal resolution of approximately 1 km, 11 time
steps (3 hours), and 9 depth levels ranging from 0 to
200 m. Most data from fjords and inlets are removed,
as well as all points shallower than 200 meters. The
white hatched area (Fig. 3) shows the extent of the area
considered after removal of shallow water and fjord
inlet data points.

Two periods are studied, March 2–3 2007 and June
4–5 2010, and each data set consists of 110.363 profiles
distributed over the eleven time steps.

In March, there is a strong correlation between water
temperature and salinity, with CW being cold and fresh
and AW being higher in temperature and salinity. The
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Fig. 5 The distribution of groups when using the TAS for three
different time steps of the March 2007 data set (a–c) and the June
2010 data set (d–f). The plots are ordered chronologically from

left to right with 12 hour between each time step. The black lines
indicate the 35 psu salinity contours at 50 m depth for the March
2007 data set and 100 m depth for the June 2010 data set
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Fig. 6 The mean SSPs (left)
and their standard deviation
(right) as a function of depth
for each acoustically stable
group of SSPs. The colors
correspond to the colors of
the group distributions shown
in Figs. 5 and 10 1475 1480 1485
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typical distribution of the two water masses is that the
CW is wedged between the Norwegian coast and the
adjacent AW, the deepest part of CW being close to

the coast. The exact location of the transition zone
between the two water masses is highly variable due to
mesoscale dynamics.

Fig. 7 Vertical section of
salinity (upper panels) along
60.5◦ N for 3 March 2007 18
UTC (left panels) and 4 June
2010 18 UTC (right panel).
The thick black line indicates
the 35 PSU salinity contour.
The corresponding group
distribution for the TAS
sonar scenario is shown in the
lower panels. The data
correspond to panel (b) and
(e) of Fig. 5. Note that the
color scale does not represent
the full dynamic range of the
salinity values for June 2010 –
the actual salinity minimum is
close to 31 psu
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In June the CW is less saline due to increased fresh
water input from the Baltic and rivers along the North
Sea and Skagerrak coasts. Along with higher surface
temperature the NCC has strong vertical sound speed
gradients in the near surface layers (Fig. 2). The dis-
tribution of the CW and AW is also different than in
March: due to a reduction in the south westerly wind
field and more prevailing northerly winds during sum-
mer, the coastal current becomes wider and shallower.
Usually a layer of CW overlays the AW for the major
part of our study area (Sætre et al. 1988).

4 Results and discussion

The proposed method is demonstrated on the data sets
described in the previous section. Two different sonars
are considered; a hull–mounted sonar and a towed ar-
ray sonar. As stated in Section 2.3 different thresholds
on the cost function are used for different data sets and
sonar systems (Table 1). The lower group size threshold
(step two of the overall algorithm in Section 2) was
chosen to be K = 500 SSPs. A group consisting of 500
SSPs approximately covers a geographical area of 45
km2 on average over eleven timesteps. Such small sized
groups typically appear in unstable regions between
larger groups, and are therefore discarded from the
analysis and collected in a single acoustically unstable
group such as the grey group in Fig. 10.

Figure 4 shows a comparison of the distributions
of stable groups when using CA and CST methods
on a downsampled version for a single time step of
the March 2007 data set presented in Section 3. This
downsampled data set contains 2833 SSPs, or 28% of
the full data set for a single time step (10.033 profiles).
The CA method is very demanding in terms of com-
puter memory, and the 2833 data set is close to the
memory limitation on our computers. Both methods
generate four groups. Notice how well the two methods
compare in the northern and southern part of the ocean
model domain. The main differences are found in the
unstable center region. In the remaining analyses the
CST algorithm is used on the full data sets.

Figure 5 shows the group distribution for selected
time steps in the March 2007 and June 2010 data
sets when using TAS. The vertical mean SSPs for
each group as well as their standard deviations are
shown in Fig. 6. Three groups are needed in the June
2010 data set to meet the requirements for stability,
as opposed to two groups in the March 2007 data set.
The contour lines of the 35 psu salinity value at the
selected depths (Fig. 5) coincide remarkably well with
the group distribution. In the literature, the 35 psu
salinity value is considered a good choice for separat-
ing CW and AW (Section 3 and Otto et al. (1990)).
However, the full three dimensional structure should
be considered. Figure 7 shows a vertical cross-section of
the salinity and the group distribution for TAS along an

Fig. 8 Vertical section of
sound speed (upper panel)
along 60.5◦ N for 4. June 2010
18 UTC and the
corresponding group
distribution for TAS sonar
scenario (lower panel). The
data corresponds to panel (e)
of Fig 5
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east–west line at 60.5◦ N for March 3, 2007 18 UTC (left
panel), which corresponds to panel (b) of Fig. 5. The
low salinity CW adjacent to the coast has the classical
wedge–shaped structure overlaying the saltier AW, a
distribution typical for the winter season in this area.
In the winter, temperature, sound speed and salinity
are well correlated. The red group therefore represents
conditions with little or no CW in the upper layers and
AW more or less through the entire water column. In
contrast, the cyan group is dominated by CW over-
laying saltier AW, corresponding to increased vertical
sound speed gradients, as is clearly seen in Fig. 6.

The June 2010 data (Fig. 7, right panel) is dominated
by CW overlaying AW throughout the entire area of
investigation, but at markedly deeper depths in the
eastern and center part, corresponding to the cyan
group. The 35 psu line is around 80 m west of 4.2◦ E and
at 120–140 m eastward of 4.2◦ E, with a very steep gra-
dient close to this longitude. However, the depth of the
transition between AW and CW is not enough to ex-

plain the classification. In June, the correlation between
temperature and salinity is less straightforward than in
the winter due to surface heating. Figure 8 shows a
marked sound speed minimum centered around 30 m
throughout the entire cross section along 60.5◦ N. This
minimum is markedly stronger eastward of 4.2◦ E. Most
likely, it is the combination of a more pronounced
sound speed minimum at 30 m and a deeper transition
(∼ 120–140 m versus ∼ 80 m) between CW and AW
that influences the classification of the cyan versus the
red and pink groups.

Notice how groups shown in Fig. 5 propagate and
reshape as time elapses. Since data from all time steps
are used in a single analysis, the groups are calculated
as a function of time as well as position. The motions of
the water masses are therefore automatically taken into
account and the groups are efficiently tracked through
time. For both data sets there is typically movement
northward which complies well with what is observed in
Fig. 9, where depth–averaged currents are overlain on
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Fig. 9 The distribution of groups when using the TAS for the
March 2007 data set (left) and the June 2010 data set (right) for
the time steps shown in Fig. 5 panels (b) and (e). The black lines

indicate the 35 psu salinity contours at 50 m depth for the March
2007 data set and 100 m depth for the June 2010 data set. The
arrows show the direction of the depth–averaged currents
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Fig. 10 These plots are equivalent to Fig. 5 but are for the HMS instead of the TAS. The large grey group consists of a large amount
of smaller groups that do not meet the minimum size criteria, see Section 2

the group structure. Notice that for the June 2010 data
set, the pink group is wedged between the two other
groups and the extent of the pink group is largest where
there is greatest interaction between the red and cyan
groups, e.g. in the centre of the area where an eddy is
present (approximately at 60.2◦ N and 4.4◦ E).

Figure 10 shows the group distribution for selected
time steps in both data sets when using the HMS. The
vertical mean SSPs for each group as well as their
standard deviations are shown in Fig. 6. The grey col-
ored area in the June 2010 data set represents (panel
d through f) a large number of very small groups (less
than 500 SSPs in total over all time steps). The different
colors indicate the individual acoustically stable groups
that exceed the minimum size criteria. It is next to
impossible to find any large contiguous acoustically
stable region, which indicates that the sonar conditions
are very unstable for an HMS in the June 2010 data set.
This is due to the presence of very strong and variable
sound speed gradients in the upper 20 m of the water

column, where the HMS is located. The March 2007
data set results in the generation of four groups with
a distribution very similar to the results for the TAS;
the orange, yellow, and blue groups combined cover
approximately the same area as the cyan group in the
TAS case.

5 Summary

The presented method combines analysis of empirical
orthogonal functions with grouping algorithms to di-
vide a set of sound speed profiles into smaller, acousti-
cally stable groups. The cost function used to deter-
mine acoustic stability, is calibrated for two different
sonars; a towed array sonar and a hull mounted sonar.
Two different grouping algorithms are compared. The
first is a conventional, computationally expensive clus-
tering algorithm. The second is a newly developed,
less refined, but more efficient grouping algorithm
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called coefficient sign test. The two algorithms produce
similar results.

The method using the coefficient sign test grouping
algorithm was tested on two different data sets obtained
from an ocean model covering an area of approximately
100 km by 160 km area on the western coast of Norway.
The first data set is from March 2007, the second from
June 2010. The data sets total 110 363 sound speed
profiles distributed over 11 different time steps. The
method processed the data in less than a minute on a
standard desktop computer.

The geographical extent and distribution of the
groups were observed to correlate well with the hori-
zontal and vertical distribution of coastal and Atlantic
water masses. The exception was the June 2010 data
set when using a hull-mounted sonar, which resulted in
a very large number of small groups with a speckled,
non–contiguous distribution. In June in the North Sea,
the seasonal heating of the surface layer has created a
pronounced surface duct, and the HMS sonar – being
located at 5 m depth – is particularly sensitive to minor
variations in the height and strength of this surface duct.

The method produces a map of the group distribu-
tion, which is a good indicator of the present acoustic
variability. This information is useful in several applica-
tions. In REA survey missions, e.g. using gliders, such
maps may be used to determine the distribution of
assets. For instance, gliders should be concentrated in
unstable regions, while stable regions should be well
mapped by only a single or a few gliders. The map is
also a REA product in itself as a planning aid for sonar
operations. For example, during sonar operations the
map may be used to determine how often the sonar
vessel should measure the sound speed profile; more
often in unstable regions than in stable regions.

The spatiotemporal oceanographic variations are
typically large in an acoustically unstable region, since
the sound speed variance is essentially what the EOF
cost function measures. The proposed method may be
used to determine for how long a time and for how large
an area a measured profile is applicable when mod-
elling sonar performance. Typically, a measured sound
speed profile is representative of a smaller area and
time in an acoustically unstable region than in a stable
region, and thus the sound speed must be measured
more densely in space and time in ustable regions.

Depending on the sonar detection range, the sonar
coverage may cross several different acoustically sta-
ble groups. In such cases a range dependent sound
speed profile should be used in sonar performance
predictions. If a range dependent sound speed profile

is not available, then sonar performance predictions
should be considered to have increased uncertainty at
ranges that extend into neighbouring areas containing
different acoustically stable groups. The use of REA
assets before or during sonar operation, may provide
range dependent sound speed profiles, and the pro-
posed method may help determine how the available
REA assets should be distributed to ensure the collec-
tion of range dependent data in acoustically unstable
regions.
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