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Abstract

As researchers collect large amounts of data in the social sciences through household surveys, challenges may arise in how
best to analyze such datasets, especially where motivating theories are unclear or conflicting. New analytical methods may
be necessary to extract information from these datasets. Machine learning techniques are promising methods for identify-
ing patterns in large datasets, but have not yet been widely used to identify important variables in social surveys with many
questions. To demonstrate the potential of machine learning to analyze large social datasets, we apply machine learning
techniques to the study of migration in Bangladesh. The complexity of migration decisions makes them suitable for analysis
with machine learning techniques, which enable pattern identification in large datasets with many covariates. In this paper, we
apply random forest methods to analyzing a large survey which captures approximately 2000 variables from approximately
1700 households in southwestern Bangladesh. Our analysis ranked the covariates in the dataset in terms of their predic-
tive power for migration decisions. The results identified the most important covariates, but there exists a tradeoff between
predictive ability and interpretability. To address this tradeoff, random forests and other machine learning algorithms may
be especially useful in combination with more traditional regression methods. To develop insights into how the important
variables identified by the random forest algorithm impact migration, we performed a survival analysis of household time
to first migration. With this combined analysis, we found that variables related to wealth and household composition are
important predictors of migration. Such multi-methods approaches may help to shed light on factors contributing to migra-
tion and non-migration.
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The complexity of processes influencing human migra-
This article is part of the Topical Collection on Environmental tion poses a challenge for researchers who aim to study the
Non-Migration: Frameworks, Methods, and Cases interactions between environmental changes and migration
(McLeman 2013). Migration in the form of a decision to
move or stay is often influenced by a combination of politi-
cal, social, economic, and environmental drivers, and the
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are critical for informing future policy and adaptation strate-
gies, especially as the impacts of climate change continue to
increase (Stern 2006; Piguet 2022; Hugo 1996; Biermann
and Boas 2010; Black et al. 2011; Boas et al. 2019; Ahsan
etal. 2011).

Questions remain about how to best model environmental
migration and how to obtain appropriate and accurate data
to test these models (Neumann and Hilderink 2015). Current
work studying environmental migration uses a wide range of
methods and models from strictly conceptual models (Perch-
Nielsen et al. 2008; Renaud et al. 2011), to logistic regres-
sion (Koubi et al. 2016), multi-variate regression (Hino et al.
2017), and other forms of regression modeling (Henry et al.
2003, 2004), and agent-based models (Cai and Oppenheimer
2013; Hassani-Mahmooei and Parris 2012; Kniveton et al.
2011; Silveira et al. 2006; Smith 2014, Klabunde et al. 2015;
Thober et al. 2018). Identifying appropriate data sources is
an additional challenge to studies of environmental migra-
tion, and there is no agreement about what data are best
(Tejero et al. 2020). For example, Fussell et al. (2014) advo-
cate for using a combination of population censuses, sur-
veys, and multi-level modeling. Recently, Lu et al. (2016)
utilized mobile phone data from more than six million anon-
ymous phone users in Bangladesh to track movement across
short time scales. Household surveys have been a common
source of data for migration research (Bilsborrow and Henry
2012), and some researchers claim survey data are the most
appropriate level for obtaining information about the causes
of migration (Neumann and Hilderink 2015).

Several reviews of existing methods and challenges call
for the exploration of new methods that can improve pre-
diction and better address nonlinearities in environmental
migration (Neumann and Hilderink 2015; Obokata et al.
2014; Piguet 2010). As Obokata et al. (2014) suggest, exist-
ing quantitative methods of studying environmental migra-
tion often simplify complex variables and limit the number
of variables studied (Obokata et al. 2014). The emergent
theory of voluntary non-migration, or the decision to remain
in place, further complicates the conceptual understanding
of how environmental stress may increase or dampen migra-
tion (Adams 2016; Mallick and Schanze 2020). Because of
this complexity, researchers who study migration will often
use expert judgement or theory to select which variables to
assess. Though this approach can be useful to test theoreti-
cally motivated hypotheses and provide insights into how
specific drivers might impact migration decisions, it does
little to identify which variables might be the most important
at driving decisions, especially when considering nonlinear
interactions among variables.

As researchers continue to collect large amounts of
data with household surveys, challenges may arise in how
best to analyze such datasets, especially where motivating
theories are unclear or conflicting. To advance the study
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of environmental migration and non-migration, especially
as large datasets and surveys become more readily avail-
able, new methods will need to be employed (Neumann and
Hilderink 2015). This work aims to address this need by
applying machine learning, specifically random forests, to
social survey data for the study of environmental migra-
tion in Bangladesh. Random forest is a machine learning
approach that has been shown to perform well in environ-
mental and ecological contexts (Cutler et al. 2007; Prasad
et al. 2006). However, reviews of methodologies used in
studying environmental migration did not mention machine
learning techniques (Piguet 2010), and to our knowledge,
our application of random forest methods to the topic of
environmental migration is novel.

In this work, we present machine learning as a potential
tool for social scientists studying environmental migration
and non-migration and we describe a case study in which
we used, random forests to determine the importance of
each covariate in a large dataset for predicting migration
outcomes. Though random forest models are able to identify
correlates of migration, there exists a tradeoff between high
predictive ability and low interpretability. To address this
tradeoff, random forests and other complex machine learn-
ing algorithms may be especially useful in combination with
more traditional, simpler methods. We conduct a survival
analysis of household time to first migration using a subset
of important variables identified by the random forest algo-
rithm, which provides deeper insight into how important
variables impact migration. This multi-methods approach
of random forest models and survival analysis provides a
data-driven method for identifying and further investigating
key variables that impact migration from social datasets.

Machine learning

Machine learning, broadly, refers to a variety of methods
that enable a computer or “machine” to automatically rec-
ognize patterns in data and use these patterns to build and
refine a statistical model of the data without being explicitly
programmed to do so and without theoretical or phenom-
enological preconceptions about the causal mechanisms
that gave rise to the data. Machine learning methods are
often categorized as supervised or unsupervised. Supervised
methods are used to predict one or more specified dependent
variables. Unsupervised methods are used to identify pat-
terns in the data (Jordan and Mitchell 2015). To give exam-
ples from common statistical methods, regression analyses
are supervised methods and exploratory factor analyses are
unsupervised methods. In order to guard against overfitting,
machine learning models are trained using a subset of the
complete data, known as the training set, while the remain-
ing data, known as the holdout or testing set, is withheld and
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used for validating the model’s performance after the model
is fully trained.

Machine learning techniques can outperform stand-
ard regression analysis in predictive ability, especially
when studying complex social problems (Hindman 2015).
Recently, there has been discussion of broadly incorporat-
ing machine learning into the social sciences, especially in
the place of traditional regression analysis (Hindman 2015;
Mason et al. 2014). However, some machine learning algo-
rithms can be very difficult to interpret due to their com-
plexity and this complexity makes it difficult to assess how
well a machine learning model is likely to apply outside the
specific context in which the data was gathered (Buolawmini
and Gebru 2018). While a traditional regression results in
coefficients that can be easily interpreted, a more complex
machine learning model may be “black box,” making it dif-
ficult to draw insights from the model. As the complexity
of the model increases, interpretability may decrease, rep-
resenting a tradeoff between model performance and inter-
pretability (Fig. 1).

Where the predictive power of the model is a priority,
complex machine learning algorithms may perform very
well. Yet, they are a less appropriate tool for theory devel-
opment or testing specific hypotheses. The greater predictive
power that complex models often possess may arise from
models reflecting details of the context in which the data
set being analyzed was collected and the models may not
transfer as well to other contexts as simpler or theory-driven
models would. When the complexity of a model impedes
interpretation, it can be difficult to draw on theory or other
domain knowledge of the context to evaluate the applica-
bility of a machine learning model to different contexts.
Therefore, it is especially important for researchers to care-
fully consider the goals of their research when selecting a
machine learning algorithm, as there is no one size fits all
approach.

Nevertheless, machine learning can complement more
traditional theory-driven approaches and may have advan-
tages, especially where theory is unclear. Machine learning
should be incorporated into social scientists’ toolkits for

studying migration because of its ability to identify patterns
in complex datasets. We demonstrate one such case study
where machine learning—specifically random forest mod-
els—are useful in identifying salient variables in a large,
complex social survey dataset from Bangladesh.

Case study: migration in Bangladesh
Bangladeshi context

Bangladesh is a country located on the floodplain of the
Ganges—Brahmaputra-Jamuna Delta, one of the largest river
deltas in the world (Passalacqua et al. 2013). Bangladesh
faces environmental vulnerabilities such as flooding and
waterlogging, cyclones, and rapid river erosion and accretion
(Dewan et al. 2007; Hallegatte 2013; Higgins et al. 2014;
Islam and Sado 2000; McGranahan et al. 2007). Bangladesh
is also considered one of the most vulnerable countries to
climate change (Black et al. 2008; Walsham 2010). Future
climate change is expected to create additional environmen-
tal stress and uncertainty in the future (Ackerly et al. 2015;
Auerbach et al. 2015; Benneyworth et al. 2016; Brammer
2014; Nicholls et al. 2007, 2008; Tessler et al. 2015; Xu
et al. 2009).

In Bangladesh, migration is common as a method of
livelihood diversification and adaptation (Alam et al. 2017,
Bryan et al. 2014; Amrith 2013; Black et al. 2005; Martin
et al. 2014). Because of the combined complexity of the
human and natural systems, it is unclear how patterns of
migration are influenced by environmental change and may
be influenced in the future. To begin to address these uncer-
tainties, environmental migration has been widely studied in
Bangladesh (Afsar 2003; Ahsan et al. 2011; Bell et al. 2021;
Call et al. 2017; Carrico and Donato 2019; Chen and Muel-
ler 2018; Donato et al. 2016; Gray and Mueller 2012; Islam
2017; Joarder and Miller 2013). Some studies in Bangladesh
have focused on the impacts of extreme weather events such
as cyclones or floods on migration (Kartiki 2011; Gray and
Mueller 2012; Lu et al. 2016; Mallick and Vogt 2014). For
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Fig.1 Schematic demonstrating the tradeoff between complexity and
interpretability of common machine learning algorithms. For exam-
ple, ensemble tree-based methods such as random forests are highly

complex and sometimes challenging to interpret. Researchers should
consider where a method falls on this continuum along with specific
research goals when selecting an appropriate algorithm

@ Springer



52 Page4of12

Regional Environmental Change (2022) 22: 52

example, Mallick and Vogt assess “disaster-induced popula-
tion displacement” in the context of the 2009 cyclone Aila
in Bangladesh (Mallick and Vogt 2014). They found that
male household members tended to migrate towards cities to
access livelihood opportunities after the cessation of emer-
gency aid (Mallick and Vogt 2014). In contrast, Gray and
Mueller (2012) found that flood events did not influence
migration and that crop loss did, but in a complex manner:
if crop loss affected only a small number of households in
a community, out-migration would decline, whereas if crop
loss affected many households, out-migration would rise,
with higher status and more affluent households more likely
to migrate than lower status and less affluent ones.

Other research has considered slower onset environmental
change such as salinity encroachment, temperature change,
and changes in precipitation (Call et al. 2017; Carrico
and Donato 2019; Chen and Mueller 2018; Perch-Nielsen
et al. 2008). Call et al. studied the impacts of temperature,
precipitation, and flooding on temporary migration in a
non-coastal area, Matlab, Bangladesh (2017). Their work
showed that temporary migration declines immediately
after a flood, but quickly recovers, while high temperatures
consistently increase temporary migration, and precipita-
tion has a strongly nonlinear effect on migration rates (Call
et al. 2017). This work supports other research that has indi-
cated that environmental stress could decrease migration and
limit the effectiveness of migration as an adaptation strategy
(Adger et al. 2015; Gray and Mueller 2012; Bennett et al.
2011). In a more recent study, Carrico and Donato (2019)
find that prolonged dry periods, warm periods, and increases
in precipitation in Bangladesh may increase migration, espe-
cially for households with agricultural livelihoods.

Even within the literature on environmental migration in
Bangladesh, there is disagreement in terms of the potential
of migration to be a positive adaptation strategy to environ-
mental stress. Though temporary migration is common in
Bangladeshi communities, some authors have asserted that
permanent migration due to environmental stress may be
a last resort for households whose environment becomes
inhospitable, potentially suggesting that voluntary non-
migration may be influencing such communities’ decision-
making (Penning-Rowsell et al. 2013).

Data

Household survey data used in this analysis was collected in
the southwest region of Bangladesh by the Bangladesh Envi-
ronment and Migration Survey (BEMS) in 2014. This survey
contains migration, employment, and livelihood histories on
more than 3000 individuals affiliated with 1695 households.
The data represents 1695 randomly sampled households in
nine sites in Bangladesh, which were surveyed in 2014. The
survey specifically asks for histories of migration within
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Bangladesh, to India, and to any other country (Donato et al.
2016). Here, we focus only on each household’s reported
migrations internal to Bangladesh. The original dataset con-
sists of 1695 observations of 1997 distinct variables.

The survey asks respondents to recall the total number
of migrations that any member of the household has made,
without attributing underlying motivation. This provides the
total number of migration trips per household, normalized
by total person-years. Person-years were calculated for each
member of the household, beginning at age 11, which is the
age that many Bangladeshis begin migrating for livelihood
opportunities, until 2014 when the survey was collected
(Donato et al. 2016). Our analysis takes as its dependent
variable this number of trips per person-years, which may be
interpreted as the annual probability of making a migration.
This is represented as a continuous variable at the household
level.

Random forest models

Random forest models are an ensemble method of decision
trees and represent a subset of machine learning known as
tree-based methods. Tree-based methods, including random
forests, can be used for the classification of discrete outcome
variables, or regression of continuous variables. They are
especially powerful tools when there are strong nonlineari-
ties or interactions between variables in the data.

Random forests models work by fitting many decision
trees, where each tree uses a random subset of the predictor
variables at each split in its decision tree. The final pre-
diction is then calculated by averaging across the outputs
of all of the individual decision trees (Hastie et al. 2009,
Ch. 15). This allows random forest models to achieve high
predictive accuracy without overfitting (James et al. 2013).
One strength of random forest models, especially over other
“black box” statistical models, is their ability to assess vari-
able importance and account for complex, nonlinear interac-
tions between variables. Random forest models are also able
to use combinations of categorical, ordinal, and continu-
ously valued variables as inputs without requiring dummy
variables or scaled data. This makes them especially appeal-
ing tools for analyzing large social surveys and studying
complex challenges such as migration. However, it can be
difficult to interpret a random forest model. The ensemble
of trees, each with a different subset of predictor variables,
makes it impractical, if not impossible, to establish a clear or
descriptive relationship between independent and dependent
variables. Thus, while these models are powerful, they are
very much black boxes in comparison to the ways we can
understand and interpret regression or single-tree models.
Random forest models were chosen for this analysis because
we found in previous work that they outperformed linear
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regressions and support vector machines in predicting the
migration outcome for this data set (Best et al. 2020).

Random forests allow us to rank variables by their impor-
tance (i.e., their contribution to the overall model perfor-
mance) (Hastie et al. 2009). For regression random forest
models, importance is calculated by node impurity, which
is a calculation of how much a split in the decision trees
by a specific variable can decrease variance in the outcome
(Hastie et al. 2009). Variable importance cannot be meaning-
fully compared across different datasets or different mod-
els, but is useful for comparing the significance of variables
within a specific model trained on a specific dataset.

We fit 10 models to the survey data. For each model, we
divided the data, randomly assigning 80% of the household
responses to a training set and the remaining 20% to a test-
ing data set. We used the randomForest package in R to fita
complete random forest regression model to each of the 10
training data sets and evaluated its out-of-sample predictive
performance on the corresponding testing data set (Cutler
et al. 2018). The regression models predicted the continu-
ous outcome variable of total internal migration trips per
household normalized by person-years (Donato et al. 2016).
For each of the 10 models, the parameter for the number
of variables randomly sampled at each split was tuned by
minimizing the out-of-sample error using the funeRF func-
tion in the randomForest package. After tuning, 10 complete
models were fitted using the optimum tuning parameters.
Variable importance was ranked and averaged across the
10 complete models, each model’s predictive performance
was assessed using its testing data set (the 20% of data not
used for training). A full explanation of the random forest
methods and results, including model performance metrics,
can be found in Best et al. 2020.

To further validate the ranked variable importance from
our random forest models beyond Best et al. (2020), we
divided the complete survey dataset into five groups, each
consisting of 20% of the data, and conducted a fivefold
cross-validation where each fold chose a different one of
the five subsets of data to use as the validation set for a
random forest model fit to the other four subsets. We then
compared the predictive performance of a model using all
the variables and another random forest model using just
the top 15 variables identified from the training set when
fit to the holdout validation set. We found that, across the
five models in this fivefold cross-validation, the top 10 vari-
ables of importance were consistent, and there was a slight
movement in the bottom five variables between models. We
found that models using all the variables had a mean RMSE
of 2.65, while the models using just the identified top 15
variables had an average RMSE of 2.67. This is consistent
with our understanding that the top 15 variables are robust
and account for almost all of the model performance across
different subsets of the data.

Survival analysis

Survival analysis is a technique used to study the occurrence
of a discrete event where the time until the event matters
(Harrell 2015). The response variable in survival models
is time until the event, usually referred to as failure time,
survival time, or event time. Survival analysis has been
widely used in biomedical research to describe times to a
disease event (Bull and Spiegelhalter 1997; Crowley and
Hu 1977; Prentice et al. 1981), failure or recovery times in
engineering systems (Ansell and Philipps 1997; Barker and
Baroud 2014), and binary events in demography and the
social sciences, including the timing of a woman’s first child
(Teachman 1983) and when people make a first migrant
trip (Donato et al. 1992). Survival analysis also allows for
some responses to be incomplete, meaning that the event
of interest has not occurred within the observed time. Such
responses are censored, and responses for which the event
of interest did occur within the study time are uncensored.

For the survival analysis, time in person-years from age
11 to first internal migration by the head of the household
was used. This generated a discrete-time person-year file
that followed the male head of the household. The age of
11 was chosen as the starting point because this is the age
at which many Bangladeshi males begin engaging in paid
work. For each year from age 11 to the date of the survey,
each male head of household received a 1 if they did com-
plete a trip and a 0 if they did not complete a trip. In this
way, the individual migration data was divided into censored
and uncensored data for a survival model, as some heads
have not completed their first migration by the time of the
data collection. Only a small minority of heads of household
had ever migrated, so 17.3% of the data was uncensored and
the remaining 82.7% was censored.

We used Cox proportional hazards models to estimate the
survival and hazards function corresponding to the probabil-
ity of internal migration and to assess the relative effects of
the different covariates (Ansell and Philipps 1997; Harrell
2015). The Cox model is a semi-parametric proportional
hazards model, but the regression portion of the model is
parametric and assumes that covariates are linearly related
to the log of the hazard. This approach is ideal when data
is not easily fit to a distribution and when the form of the
true hazard function is complex. It is also a useful approach
when the key question of concern is how covariates impact
the hazard, rather than the shape of the hazard itself (Har-
rell 2015).

However, Cox models, like most proportional hazards
models, can only represent monotonic relationships between
covariates and hazard, whereas tree-based models, such as
random forests, can represent arbitrarily complex nonlin-
ear and non-monotonic relationships. Thus, if a covariate
identified by the random forest models has a non-monotonic
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relationship to migration, a Cox model will perform poorly
with that covariate.

Results
Salient variables from random forest models

The fitted random forest models provided a rank order of
variable importance, which were averaged across all 10
models. The results of the variable importance assessment
from the random forest model of the survey data have been
highlighted in previous work (Best et al. 2020) and are given
in Table 1. The 15 most important variables are presented in
order of descending model importance. The range of vari-
able importance rank across the 10 variables is available in
Supplementary Materials (Figure S1).

Survival analysis

Univariate Cox proportional hazards models were fit for
each of the salient variables in Table 1 identified by the
random forest models. For each univariate model, the esti-
mated value of the coefficient “Beta” and the estimated
hazard ratio (HR) and 95% confidence interval bounda-
ries are presented (Table 2). In Table 2, we also present
the concordance statistic, which is a measure of predictive
ability for survival analysis which measures the proportion
of pairs of observations in which predictions and outcomes
agree (Harrell et al. 1996). While concordance is a com-
mon method of measuring predictive ability in survival
analysis, we also present the R? value and the p-value as
commonly employed and widely understood measures of
model performance (Table 2).

The hazard ratio describes how a covariate impacts the
hazard (whether it has a positive or negative effect) (Har-
rell 2015). The hazard ratio for a covariate is calculated by
computing the ratio of the hazard for that covariate over
the baseline hazard. Therefore, a hazard ratio of 1 indicates
that the covariate has no effect on the hazard. A hazard ratio
less than 1 means that the covariate reduces the hazard of
an event, and a hazard ratio greater than 1 means that the
covariate increases the hazard from the baseline.

While we do not employ an arbitrary p-value significance
threshold, the variables “Latitude,” “Longitude,” and “Who
owns water source’” have large p-values which are greater than
0.2 and orders of magnitude greater than the p-values for all
other variables. This led us to conclude that these are not useful
predictors, so we excluded them from the analysis going for-
ward. Furthermore, the uncertainties in regression coefficients
for the variables related to the most recent cyclone, female
toilet, and water source were very large, with 95% confidence
intervals that include the hazard ration of 1. This means that
we cannot be confident that these variables affect the survival
function, so we excluded them from the continued analysis.

Next, a series of nested Cox proportional hazards models
were developed with the remaining variables by starting with
a univariate model and systematically adding an additional
significant covariate to the model (Table 3). The hazard ratios
for the covariates of the complete model are given in Fig. 2.

Discussion
Random forests applied to migration

Variables of importance were identified using random forest
models to identify patterns in the data (Table 1, Best et al.

Table 1 Variables of
importance identified by

Variable name

Survey question

random forest model of
migration and original survey
questions

Latitude
Water Sources: Who owns?
Business: year started

Longitude

Household: total number of members

Cyclone: source of water
Cyclone: Source of food

Kerosene/gas cooker

Where would you go for future cyclone

Refrigerator
Non-workers

Union

Primary water source

Toilet-female

Spouse prepared meals consumed

Household latitude

Who owns the primary water source?

What is the year that your business was started?

Household longitude

How many household members are living in the home?

What was your principle source of water during the last cyclone?
What was your principle source of food during the last cyclone?
Do you own a gas or kerosene cooker?

Where would you go if there was a future cyclone?

Do you own a refrigerator?

What is the total number of non-workers in the household?
Local government administrative division

What is the household’s primary water source?

What kind of toilet facility do female household members use?

Has household consumed prepared meals? If yes, who? Spouse

@ Springer



Regional Environmental Change (2022) 22: 52

Page70f12 52

Table 2 Results of univariate Cox proportional hazards models with
each salient variable identified by the random forest models. For each

univariate model, the fitted coefficient Beta is presented, along with

the hazard ratio (HR) and 95% confidence intervals for HR, the gen-
eralized R?, concordance statistic, and p-value

Variable Beta HR (95% CI for HR) R? Concordance P-value
Latitude —0.0012 0.999 (0.994-1) 0.000181 0.514 0.653
Business: year started —0.000406 1(0.999-1) 0.0260 0.559 1.10e-10
Longitude —0.000651 0.999 (0.995-1) 7.14e-05 0.434 0.750
Total members in household —-0.129 0.879 (0.831-0.93) 0.0133 0.592 7.45e-06
Kerosene/ gas cooker —-1.02 0.360 (0.274-0.472) 0.0256 0.557 1.94e-13
Refrigerator —0.801 0.449 (0.351-0.574) 0.0211 0.558 1.71e-19
Cyclone: Source of water 0.902 2.22(0.223-27.2) 0.0164 0.555 4.14e-05
Cyclone: Source of Food 0.232 —0.242 (0.874-1.82) 0.0160 0.539 9.43e-05
Where would you go for future cyclone —-135 0.146 (0.853-1.57) 0.0111 0.527 0.000221
‘Who owns water source -0.357 0.0357 (0.378-1.3) 0.00405 0.537 0.292
Spouse prepared meals consumed 1.14 3.11 (1.6-6.05) 0.00474 0.513 0.000801
Union —0.0098 0.990 (0.986-0.994) 0.0131 0.558 3.38e-06
Non-workers —0.0909 0.913 (0.859-0.971) 0.00532 0.561 0.00356
Toilet- female 0.226 0.646 (0.934-1.68) 0.0141 0.562 0.000154
Primary water source 0.4581 1.581 (0.9928-2.518) 0.00889 0.515 0.0988
Table 3 . Nested Cox Model R? Concordance
proportional hazards models
of increasing complexity, Business 0.026 0.559
generalized R, and concordance Business + household members 0.047 0.637
Business + household members + refrigerator 0.057 0.637
Business + household members + refrigerator + stove 0.06 0.642
Business + household members + refrigerator + stove + union 0.063 0.647
Business + household members + refrigerator + stove + union 4+ Non-workers 0.066 0.657
Business + household members + refrigerator + stove + union + non-work- 0.069 0.657
ers + spouse prepared meals
bt nga;if)‘:);?ttilgzzlfloigzl;ds Business (N=1704) (1.06°9 00) =
model. A hazar.d ratio greater Houschold members ~ (N=1704) (0. 79_7% 89) . :
than 1 (to the right of the . :
dashed line) indicates that the Refrigerator }(l\‘/e=s 169) reference -
variable increases mobility, No 0.63 —
while a hazard ratio less than (N=1535) (0:42-0.96) i
1 (to the left of the dashed Stove 2284) reference [ |
line) indicates .that the variable No 0.75
decreases mobility (N=1420) (0.52-1.10) B : '
Union (N=1704) (o, 99%%. 00) B
Nonworkers (N=1704) (4 0,15:‘ ? 35) ——
Spouse meals '(“,\?: 1681) reference .
}(ﬁfzs) (1.2%'?9:. 73) =
# Events: 295; Global p-value (Log-Rank): 3.1684e-23
0.5 1 2
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2020). No researcher judgement or selection of variables
from the large survey dataset was required. This work dem-
onstrates that random forest models can help researchers
identify salient variables from large social surveys when
studying migration. This is especially useful when dealing
with large, complex datasets from social surveys, where it
can be challenging to decide which variables are worthwhile
for further investigation. In this work, random forest mod-
els were able to identify the most important predictors of
migration from an original set of approximately 2000 total
predictors. Thus, the random forest served as a method of
variable reduction which allowed us to conduct our regres-
sion analysis with fewer variables and more degrees of
freedom.

Variable impact on migration

While random forest models can tell researchers which
variables are the most important for predicting the migra-
tion outcome, they do little to provide insight into how
specific variables impact migration. To dig deeper into
the variables identified by the random forest models, sur-
vival analysis was implemented, which further illumi-
nates how salient variables related to location, livelihood,
and family structure might impact a household’s risk of
internal migration in coastal Bangladeshi communities.
The univariate Cox proportional hazards models outlined
in Table 2 demonstrate that the number of members in a
household, the year a business is started, whether or not
the household owns a refrigerator, and whether or not the
household owns a gas cooker were significant. Latitude,
longitude, and variables related to the most recent cyclone
did not contribute significantly to the hazard function or
reflected too much uncertainty to be reliable.

It is especially surprising that latitude and longitude
were not significant covariates given that they were the
first and fourth most important variables identified by
the previous work using random forest algorithms. It
was thought that latitude especially would be signifi-
cant, because there is a clear gradient of increasing soil
salinity from north to south in Bangladesh, and previ-
ous studies have suggested that soil salinity is important
for driving migration in Bangladesh (Chen and Mueller
2018). It is possible that the random forest algorithm is
able to identify nonlinear and non-monotonic patterns
in the latitude and longitude data, whereas the Cox pro-
portional hazards model assumes monotonicity in the
baseline hazard function and multiplicative effects of
the predictors on the hazard. For example, the random
forest algorithm would be able to identify geographic
clusters of migration and the Cox proportional hazards
model would not.

@ Springer

The best performing one of the nested models was the
complete model with year business was started, refrigera-
tor ownership, gas cooker ownership, total members in the
household, union, and prepared meal consumption by house-
hold head. This final model had a generalized R? value of
0.069 and a concordance of 0.657 (Table 3). It is possible
that this value of R? is so low because, again, the covariates
are unlikely to follow a simple multiplicative relationship
assumed by the Cox proportional hazards model.

Despite the low value of R? and concordance, the multi-
variate Cox proportional hazards model is useful in begin-
ning to understand how these variables influence the under-
lying risk of migrating. The values of hazard ratios shown
in Fig. 2 quantify these impacts. The hazard ratios to the
left of the dotted line in the figure show the variables have a
negative impact on the overall risk of migration. This means
that these variables decrease the underlying hazard. These
variables include total household members, not owning a
refrigerator, and not owning a gas or kerosene cooker. Haz-
ard ratios that fall to the right of the dotted line in Fig. 2
show variables that have a positive impact on migration,
meaning they increase the underlying hazard of migration.
These variables are the number of non-workers in the house-
hold and prepared meal consumption by the spouse of the
household head.

These results show that the total number of members
of a household has a negative impact on migration, while
number of non-workers in the household seems to increase
migration by the household head. It is possible that this is
in part due to the importance of remittances that migratory
members of a household can send home to support their
families (Massey 1990). A household with a higher num-
ber of non-workers to support may be more dependent on
remittances from a migratory head of household. However,
it seems that larger households may also create an anchor-
ing effect that keeps the head of household from migrating,
perhaps because migrating from the household, even tem-
porarily, would leave the household more vulnerable and
economically stressed. Such results could also indicate that
having additional household members increases attachment
to place and voluntary non-migration (Adams 2016; Mallick
and Schanze 2020). This suggests that household size has a
complex and possibly non-monotonic effect on probabilities
of migration which reflects household livelihood capacity as
well as vulnerability. This also supports existing literature
that suggest that migration decisions may be primarily made
at the household level (Massey et al. 1993).

Implications for migration / non-migration research
As several researchers have noted, the field of environmental

migration has been growing over time, as have the methods
employed (Piguet 2022). Despite advancements in the field,
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there remain important and unanswered questions related to
how environmental or climatic change interact with mobil-
ity and immobility (i.e., migration versus non-migration)
decisions (Mallick and Schanze 2020). In addition, how do
migration and non-migration decisions vary across individu-
als and households and across contexts? Just as the drivers
of environmental migration are acknowledged to be com-
plex and interconnected, the drivers of environmental non-
migration (both voluntary and involuntary) must be similarly
studied in detail by the field (Mallick and Schanze 2020).

This work, which combines survey data, random forest
algorithms, and survival analysis to investigate migration
in rural Bangladeshi communities, has several important
implications for migration and non-migration research. First,
we provide specific insights into drivers of migration and
non-migration in Bangladesh. We show that indicators of
lower economic resources (not owning a refrigerator and
not owning a gas or kerosene cooker) work to reduce mobil-
ity, suggesting that much of the non-mobility in our study
location may be involuntary and driven by a household’s
inability to afford to move. Similarly, number of non-workers
in the household increases mobility, which supports the idea
that much mobility in the area is primarily motivated by the
desire to seek livelihood opportunities outside of the origin
community (Bernzen et al. 2019; Biswas et al. 2019).

More broadly, by using multiple machine learning meth-
ods in combination, we provide an example of how survey
data can be used to provide insights into (non-)migration
when the relevant underlying theory is unknown or unclear.
Mallick and Shanze propose that migration and non-migra-
tion may be considered on a spectrum of aspirations and
capabilities (2020). However, how these aspirations and
capabilities may be operationalized in data remains unclear.
The methods demonstrated here can be used to identify
important variables from existing datasets and then quanti-
tatively show how those variables amplify or dampen mobil-
ity. These methods may be applied to different datasets and
contexts and would yield context-specific insights into which
factors influence (non-)migration.

Conclusion

Machine learning methods can be useful tools for research-
ers to study environmental migration when theory is not
clearly established, as is the case with the emergent theory
of voluntary non-migration. Though the specific machine
learning algorithm used will vary based on research objec-
tives and data used, this work applies random forest mod-
els to a household survey of migration in Bangladesh in
order to identify salient variables. An important downside
to random forest models is that despite quantifying vari-
able importance, they do not provide insights into how the

individual predictors relate to the outcome variable (e.g.,
does increasing the predictor variable increase or decrease
the outcome variable?). Therefore, where theory testing or
development is the goal, complex machine learning algo-
rithms such as random forest models may not be useful in
isolation. Instead, researchers may use machine learning to
direct additional analysis using more traditional regression
analysis or, as in this case, survival analysis. This multi-
methods analysis provides insights into migration dynam-
ics, but it does not begin to accurately quantify migration
risks. Assumptions of linearity in the survival analysis
contribute to low predictive power, further demonstrating
the strengths and weaknesses of different algorithms and
methods.

Future work should continue to develop modeling meth-
ods that are able to capture the complex relationship between
the many factors that contribute to migration or non-migra-
tion decisions. In this process of improving methods, it is
likely that no one method will be a clear solution to existing
challenges, but methods that draw from the best available
computer science methods will likely be important (Neu-
mann and Hilderink 2015; Obokata et al. 2014). In this way,
researchers should remain open to investigating new tech-
niques that may be useful, such as more complex machine
learning algorithms.
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