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Abstract
EPR spectroscopy is an important spectroscopic method for identification and char-
acterization of radical species involved in many biological reactions. The tyrosyl 
radical is one of the most studied amino acid radical intermediates in biology. Often 
in conjunction with histidine residues, it is involved in many fundamental biological 
electron and proton transfer processes, such as in the water oxidation in photosystem 
II. As biological processes are typically extremely complicated and hard to control, 
molecular bio-mimetic model complexes are often used to clarify the mechanisms 
of the biological reactions. Here, we present theoretical calculations to investigate 
the sensitivity of magnetic resonance parameters to proton-coupled electron trans-
fer events, as well as conformational substates of the molecular constructs which 
mimic the tyrosine–histidine (Tyr–His) pairs found in a large variety of proteins. 
Upon oxidation of the phenol, the Tyr analog, these complexes can perform not only 
one-electron one-proton transfer (EPT), but also one-electron two-proton transfers 
(E2PT). It is shown that in aprotic environment the gX-components of the electronic 
g-tensor are extremely sensitive to the first proton transfer from the phenoxyl oxygen 
to the imidazole nitrogen (EPT product), leading to a significant increase of the gX-
value of up to 0.003, but are not sensitive to the second proton transfer (E2PT). In 
the latter case, the change of the gX-value is much smaller (ca. 0.0001), which is too 
small to be distinguished even by high-frequency EPR. The 14N hyperfine values are 
also too similar to allow differentiation between the different protonation states in 
EPT and E2PT. The magnetic resonance parameters were also calculated as a func-
tion of the rotation angles around single bonds. It was demonstrated that rotation 
of the phenoxyl group results in large positive changes (> 0.001) in the gX-values. 
Analysis of the data reveals that the main source of these changes is related to the 
strength of the H-bond between phenoxyl oxygen and the proton(s) on  N1 and  N2 
positions of the imidazole.
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1 Introduction

In the last decades, EPR spectroscopy experienced extensive development of 
its instrumentation and methodology as well as a rapid growth in applications 
[1–11]. Part of these efforts was focused on the increase of information which 
can be extracted from the EPR spectra. In contrast to modern NMR spectroscopy, 
EPR cannot currently be considered a truly analytical technique in the sense that 
in most cases spectra alone do not allow quick conclusions about molecular struc-
tures or easy quantification of several species in a mixture. This predominantly 
relates to the low specificity of the EPR spectra, i.e., only in a few cases can EPR 
spectral data be directly related to the structure of the paramagnetic center under 
study. The analysis of EPR data is usually carried out by time-intensive interac-
tive computer simulation of the experimental spectra. In the simplest cases, like 
small organic radicals in liquid solutions, where all anisotropic interactions are 
averaged out due to fast tumbling, the data extraction can often be done quite 
accurately, and the molecular structure may be directly identified [12]. However, 
once the molecule becomes larger and possesses more magnetic nuclei, more 
sophisticated multiple resonance methods like electron nuclear double resonance 
(ENDOR) are required to determine the structure [12–15]. In cases of frozen 
solution, where typically many anisotropic interactions are present, the analysis 
becomes considerably more complex. If molecules containing atoms with large 
spin–orbit coupling (like transition metals) are involved, or several unpaired elec-
trons are present, data analysis quickly becomes very challenging as for any ill-
defined problem with a large parameter space. To simplify this problem and make 
the analysis reliable, some of the parameters must be determined from independ-
ent experiments using different and often more advanced techniques.

A number of these advanced approaches, which effectively increase spectral 
resolution of the EPR technique, were recently developed. Among them are: 
high-frequency (HF) EPR to resolve g-tensor components and separate overlap-
ping spectra from different species; multi-frequency EPR to increase reliability of 
the extracted EPR parameters; time-resolved and pulsed technique to characterize 
transient species and relaxation properties of the paramagnetic species; pulsed 
ENDOR, ESEEM and HYSCORE to gain information on hyperfine interaction 
not resolved in the EPR spectra; pulsed ELDOR to determine distance and mutual 
orientation of spin centers [2–7, 11, 16–20]. Prof. Lebedev and his co-workers 
were among the first to realize the power of HF EPR for applications in chemistry 
and biology, and pioneered the instrumental and methodological development of 
HF EPR [21–25].

While extraction of spectroscopic parameters from EPR spectra has become 
more reliable, there is still a fundamental problem in determining the geometric 
and electronic structure of the paramagnetic center based on the parameters of 
the spin Hamiltonian used in EPR spectroscopy [2, 6, 7, 26]. Therefore, compu-
tational approaches are essential to provide the spin Hamiltonian parameters for 
particular molecular and electronic structures [27–29]. Depending on the accu-
racy required and the complexity of the system, different levels of theory can be 
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used. For systems of interest in the fields of catalysis and biological active sites, 
simple and computationally efficient semi-empirical analysis would be attractive 
except it often fails for the open shell transition metals in many of those sys-
tems. On the other end, high level ab initio wave function-based methods cannot 
be applied in most cases for biology and catalysis due to the enormous compu-
tational demands for treating large systems. Thus, using density functional the-
ory (DFT) for the calculation of the molecular structure (geometry), electronic 
structure, and magnetic resonance parameters of EPR-active centers is often an 
excellent compromise of accuracy and computational demands [28, 30–32]. The 
validation and identification of the “real” geometric and electronic structure of 
paramagnetic centers in this case has to be done by careful comparison of the 
experimental and theoretically calculated parameters.

One prominent example where the combination of (HF) EPR and DFT calcula-
tions can be applied is the identification of the mechanism of light-induced pro-
ton-coupled electron transfer (PCET) process in the tyrosine–histidine (Tyr–His) 
pair (Scheme 1) in photosystem II (PS II) [33–38]. PS II is a very large transmem-
brane protein responsible for water oxidation and oxygen production [39–41]. A 
Tyr–His pair serves as a charge mediator for electron transfer from the oxygen-
evolving Mn-containing complex to the oxidized primary donor, which is a chlo-
rophyll dimer. Upon oxidation, Tyr donates a proton to its H-bonded His partner, 
thus forming a tyrosyl radical. HF EPR studies at low temperature clearly point 
to the complexity of this PCET process in PSII [38, 42, 43]. The low temperature 
mechanism of PCET on the molecular level was understood based on the combi-
nation of HF EPR experiments and extensive theoretical modeling of EPR param-
eters for the Tyr–His mimic, designed by the ASU group (Scheme  1) [44, 45]. 
The displacement of the proton from the Tyr oxygen to the nearest nitrogen of a 
His takes place upon light-induced Tyr oxidation [45]. At very low temperatures, 
below 10 K, this is a stable configuration. But upon annealing, the nearest envi-
ronment of the tyrosyl radical relaxes and rearranges the H-bond to the tyrosyl 
oxygen. As a consequence, the gX component of the g-tensor increases by about 
0.001, which was confirmed by computational modeling [45, 46].

Scheme 1.  Structures of a neu-
tral tyrosine–histidine (Tyr–His) 
pair and a benzimidazole-phenol 
(BIP) derivative mimicking the 
Tyr–His pair. Upon electron 
transfer of the tyrosine or phenol 
to the neighboring imidazole 
ring, proton transfer and changes 
in H-bonding take place. The 
dihedral angles Θ1 and Θ2 are 
defined as shown for the BIP 
derivative
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Besides its importance for PSII, tyrosyl radicals are the most frequently reported 
free radical in proteins [36, 47–51]. They are involved in many important enzymatic 
reactions in biology. While the dependence of the tyrosyl radical g-tensor on the 
strength and number of the H-bonds to oxygen is well studied in many biological 
systems and their synthetic analogs, there are still several important unanswered 
questions. In particular, in aprotic environments where external protons are not 
available to form hydrogen bonds with the oxygen or nitrogen atoms in the tyrosyl 
radicals or Tyr–His pairs, the extent of the influence of hydrogen bonding to remote 
nitrogen or conformation changes in the second and third coordination spheres on 
the magnetic resonance parameters is unknown. Recently, the ASU group developed 
more complex PCET model systems based on Tyr–His couples which can demon-
strate not only one-electron one-proton transfer (EPT), but also one-electron two-
proton (E2PT) and one-electron three-proton (E3PT) transfer, upon oxidation of the 
phenol, which operates as the Tyr analog [44, 52–55]. Thus, for the Tyr–His mimics 
shown in Fig. 1, the first proton transfer from phenoxyl oxygen to imidazole nitro-
gen  N1 takes place upon oxidation (EPT product). The second proton transfer occurs 
from imidazole nitrogen  N2 to  N3 (E2PT product). While the first proton transfer 

Θ1

Θ2

Fig. 1  Top: molecular structures of the three studied benzimidazole-phenol (BIP) derivatives. The dihe-
dral angles Θ1 and Θ2 are defined as shown for BIP-PYR. All depicted structures have angles Θ1 and Θ2 
both at 0°. Bottom: electrochemical oxidation of the diamagnetic neutral BIP-PYR molecule yields one-
proton transfer product (EPT; protonation state  N1N2) and two-proton transfer product (E2PT; protona-
tion state  N1N3), both of which are paramagnetic (EPR-active) cation radicals. Analogous PCET and PT 
reactions occur for BIP-OCH3 and BIP-CN
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takes place in the vicinity of the phenoxyl oxygen atom (which carries the highest 
amount of unpaired spin), the second proton transfer follows at more remote sites 
(see Fig. 1). In this work, we use these unique systems to carry out computational 
studies to investigate the sensitivity of the magnetic resonance parameters to EPT 
and E2PT, as well as conformational substates of the model molecular complexes in 
aprotic environment.

2  Methods

Initial structures for BIP-OCH3, BIP-CN, and BIP-PYR (Fig. 1) were built and opti-
mized in PQSMol using DFT with B3LYP||6-31G* [56–58]. After initial optimi-
zation, structures were then re-optimized in Turbomole using B3LYP||def2-TZVPP 
with the D3BJ correction (Becke–Johnson damping) to account for dispersion 
effects [59–63]. Geometry optimizations were performed both for the neutral par-
ent molecule (singlet, diamagnetic) as well as + 1 cation radical (doublet, paramag-
netic, EPR-active). Optimized  N1N3 (only  N1 and  N3 nitrogen atoms are protonated), 
 N1N2 (only  N1 and  N2 nitrogen atoms are protonated),  ON2 (phenol oxygen and  N2 
nitrogen atom are protonated), and  ON3 (phenol oxygen and  N3 nitrogen atom are 
protonated) structures for all three compounds were then checked for the absence 
of imaginary frequencies at the same level of theory and found to be energetic 
minima. Magnetic resonance parameters (g-tensors and hyperfine coupling (HFC) 
tensors) were calculated with ORCA v. 4.2.1 [64, 65] using DFT B3LYP||EPRII. 
While the majority of calculations were performed in vacuum, the + 1 cation BIP-
CN in all protonation states was also optimized with the CPCM solvation model 
with dichloromethane parameters (ORCA keyword: CH2Cl2) and water parameters 
(ORCA keyword: water) [66]. These test calculations yielded magnetic resonance 
parameters and relative energy differences very similar to the vacuum results (see 
Sect.  3 below and Supporting Information Table  S2). To investigate the effect of 
dihedral rotation on the EPR parameters, torsional scans of both Θ1 and Θ2 (see 
Fig.  1) were performed in Turbomole for multiple protonation states for the + 1 
cations using DFT with B3LYP||def2-TZVP with D3BJ dispersion correction fixing 
only the rotated dihedral angle and allowing all other coordinates to relax to obtain 
the torsional scan data.

3  Result and Discussion

The three BIP derivatives shown in Fig. 1 (BIP-OCH3, BIP-CN, and BIP-PYR) 
present models for Tyr–His pairs and thus provide the possibility to study both 
EPT  (ON2→N1N2) and E2PT  (ON2→N1N3). The structures are labeled with ref-
erence to where the two “mobile” protons are located (Fig. 1). Proton transfer/s 
occur after single oxidation of the neutral diamagnetic parent complex, yielding 
an EPR-active radical cation. In agreement with prior work [44, 52–54], the neu-
tral parent molecule is stable in the  ON2 protonation state (see Supporting Infor-
mation for energies). For the radical cation, calculated g-values, HFC tensors, 
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and energies relative to the lowest energy state are shown in Table 1. Geometries 
and energies for BIP-CN and BIP-OCH3 are in good agreement with previous 
computational studies [52, 54]. All three molecules in all investigated protona-
tion states show only minimal deviations from planarity. For all three molecules, 
the  N1N3 protonation state has the lowest energy, the  N1N2 protonation state is a 
few kcal higher in energy, and protonation states with the phenoxyl oxygen proto-
nated  (ON2 and  ON3) are much higher (> 9 kcal/mol) in energy. When BIP-OCH3 
is electrochemically oxidized, only the E2PT product  (N1N3) can be detected, and 
when the BIP-CN is electrochemically oxidized, a mixture of EPT  (N1N2) and 
E2PT  (N1N3) products is generated, with the EPT being the majority product. 
This is in agreement with our DFT calculation where the  N1N3–N1N2 energy dif-
ference is 3.5  kcal/mol larger for BIP-OCH3 than for BIP-CN. The energy dif-
ference between  N1N3 and  N1N2 protonation states for BIP-PYR is also only a 
few kcal/mol, but preliminary electrochemical studies have not demonstrated the 
presence of the EPT product. In any case, the energy difference calculated here 
between  N1N3 and  N1N2 protonation states lies within the accuracy range of DFT, 
which is several kcal/mol for this type of molecule [54, 67].

For all molecules, the orientation of principal g-tensor axes were as following: gZ 
is perpendicular to the plane of the molecule while gY is parallel to a vector running 
between  N3 and carbon ortho to the phenoxyl carbon and gX is approximately 45° 
rotated from the line connecting  N1 and  N2 (see Supporting Information, Figures S5 
& S6). For the EPT product, the largest principal g-value gX is sensitive to the loca-
tion of the proton since the g-values change substantially, around 0.003 from 2.004 
to 2.007, as the proton is transferred from the oxygen to the nitrogen  N1 (the other 
mobile proton remains at  N2). The middle g-value gY is less sensitive, but shows 
the same trend, while the lowest g-value gZ is insensitive to the proton location and 
remains close to the free electron value. This is a well-known effect of the g-value 
dependence on the presence and strength of the O–H bond [68, 69]. The magni-
tude of changes in gX is easily experimentally detectable by HF EPR and has been 
recorded for a number of tyrosyl/phenoxyl/nitroxide/semiquinone type systems [37, 
38, 70–80].

On the other hand, the g-values are not influenced by the position of the second 
proton with respect to  N2 or  N3. Due to the limited accuracy under typical conditions 
(g-strain, different glass conditions, and other broadening mechanisms) of experi-
mental EPR data and the DFT calculations, the structures  N1N2 and  N1N3 are not 
distinguishable based on the g-value differences, which differ by only 0.0001. Thus, 
even EPR spectroscopy at very high frequencies cannot directly discriminate if the 
system has undergone the EPT or E2PT process. The spin density plots (Fig. 2) also 
do not show apparent differences between  N1N2 and  N1N3, which means that 14N 
hyperfine values are too similar to allow distinction of the two protonation states 
(Table 1). For  N1N3 and  N1N2, the spin density is primarily located on the phenoxyl 
group. In contrast, if the oxygen is protonated as for  ON2 and  ON3 configurations, 
the spin density is more delocalized extending to the benzimidazole group of BIP-
PYR (Fig. 2). Comparable results were obtained for the two other complexes (see 
Supporting Information, Figures S1 and S2). In fact, in not a single case does the 
spin density extend past the benzimidazole group onto the imine or pyridine moiety 
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indicating that further substitution of these groups, while it might change redox 
potentials, is unlikely to influence the magnetic resonance parameters of these com-
plexes to any significant degree.

As a group, these constructs represent a versatile model system to understand 
complex proton transfer processes found in biological systems [44]. In proteins and 
model systems containing a redox-active Tyr residue, a significant spread of gX-
values was experimentally observed, while the gY and gZ-values were essentially 
unchanged [68, 69]. Experimentally detected Tyr cation radical gX-values vary 
between 2.009 to 2.006 [69]. The upper range is higher than the calculated gX-values 
in the current work. Taking into account that structures like  ON2 and  ON3 are not 
stable for the oxidized Tyr and have not been observed experimentally, this extreme 
variation cannot be explained on the basis of different protonation states of remote 
nitrogen atoms (see Table 1). Furthermore, the spread is too large to be attributed 
only to the strength of the hydrogen bonds to the oxygen of Tyr, which is less than 
0.002 for the extreme variation of the H-bond distance [68]. However, nature is 
typically very efficient in modifying the electronic properties of a protein-cofactor 

N1N3 N1N2

ON2 ON3

a b

c d

Fig. 2  Optimized structures and spin densities at an isosurface of 0.002 e/ao
3 for + 1 cations of the BIP-

PYR structure. Structures were optimized using DFT (B3LYP||def2-TZVPP with D3BJ). Four possible 
hydrogen positions are shown: a  N1N3, b  N1N2, c  ON2, and d  ON3
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system to fulfill the required specific catalytic needs often by forcing cofactor mol-
ecules or residues into conformations significantly different from what are observed 
in isotropic solutions. This raises the question whether this applies to the current 
examples: could the conformational state rather than the protonation state modulate 
magnetic resonance parameters of the radical complexes? To answer this question, 
we undertook additional conformational studies.

Rotation around several single bonds is possible for these complexes and leads to 
their conformation change, as shown in Fig. 1. The rotation around Θ2, with Θ1 fixed 
in its energy minimized value near 0°, has a barrier ranging from 13 to 35 kcal/mol 
(Fig. 3, S3 and S4), and exhibits two low local minima differing by 8.5–11.7 kcal/
mol. As shown in those figures, the gX-values remain nearly constant and change 
by less than 0.0001 for all three systems, despite the substantial change in energy. 
This is not surprising since the imine moiety does not contain significant spin den-
sity (Fig. 2). In contrast, rotation around Θ1 with Θ2 remaining in its lowest energy 
conformation near 0° is shown in Fig. 4 for the BIP-PYR molecule. This rotation of 
the phenol group results in large increases in the gX-values, by more than 0.001. The 
maximum energy changes for this rotation are on the order of 10 kcal/mol, although 
the actual differences in energies between the Θ1 = 0° and Θ1 = 180° conformations 
are approximately 6–8 kcal/mol. Similar changes in both energies and gX-values are 
present for all three molecules (see Supporting Information). It can clearly be seen 
that when the oxygen atom is unable to form a hydrogen bond (note the Θ1 = 180° 
structure for  N1N3 and the middle structure in  N1N2 where Θ1 = 80°), the gX value 
increases by a measurable amount, ca. 0.0012. The rotational profile of Θ1 for  N1N2 

Fig. 3  Effect of rotation around Θ2 on gX-values for three molecules in the  N1N3 structure with Θ1 = 0 
(the lowest energy structure). EPR gX-values (B3LYP||EPRII) were calculated from the constrained opti-
mizations (B3LYP||def2-TZVP) with all degrees of freedom except the constrained dihedral allowed to 
relax
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is, as expected, more symmetric than  N1N3, since a 180° rotation for  N1N2 restores 
an H-bond to the phenoxyl oxygen.

Note that all calculations discussed above were done in vacuum, and thus imi-
tate an aprotic environment, i.e., lack of external protons to make intermolecular 
H-bonds. For BIP-CN, we have explored the effect of changing solvent polarity, 

Fig. 4  Effect of rotation around Θ1 angle on the energy and the gX-value for  N1N3 (top) and  N1N2 (bot-
tom) for BIP-PYR. The energies are measured relative to the lowest energy  N1N3 conformation. The 
inset structures show conformations that correspond to the given g-values and energies
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without adding explicit hydrogen bonds, through implicit solvent models. Calcula-
tions were performed with CPCM, an implicit solvent model, mimicking intermedi-
ate polarity  (CH2Cl2) and a very polar environment  (H2O). The relative energy dif-
ferences were very similar to the vacuum results (Table S2). The changes in g-values 
were minor, at maximum deviating 0.0002 from the values obtained for calculations 
in vacuum. This demonstrates that explicit hydrogen bonds are needed to signifi-
cantly alter magnetic resonance parameters and that absent conformational changes 
resulting in new or different hydrogen bonds, even large changes in polarity have 
only minor effects on those parameters.

Altogether, these calculations combined allow us to distinguish between changes 
to the g-values due to conformational effects and changes caused by additional 
hydrogen bonding to the oxygen. Analysis of the data reveals that the calculated 
changes in the gX-values for different conformation states are directly related to the 
distance of the spin density carrying oxygen from the proton on the  N1 and  N2 posi-
tions. If the conformation itself is additionally contributing to the modulation of the 
gX, this effect is minor and cannot be decisively confirmed due to the current accu-
racy of the experimental and theoretical approaches. Thus, the presence of lower 
g-values in many proteins cannot simply be explained with the rotation of the phe-
noxyl group. The best candidate for lowering gX is the introduction of additional, 
weaker H-bonds from proton donating molecules, which was not addressed in the 
current calculations. One of the best studied protein cofactors in the protic environ-
ment are quinones. It was shown in prior work [70, 72–74, 81, 82] that the addition 
of extra H-bonds can lead to a substantial lowering of gX.

To summarize, in this work we presented theoretical calculations to investigate 
the sensitivity of the magnetic resonance parameters to the one-electron one-pro-
ton and one-electron multiple proton transfers, as well as conformational substates 
of a model molecular complex in an aprotic environment. As model compounds, 
we used recently developed systems which mimic PCET in biologically relevant 
Tyr–His couples [44, 52–54]. Upon oxidation of the phenol, which operates as the 
Tyr analog (Scheme 1), these complexes can perform not only one-electron one-pro-
ton transfer, EPT, but also one-electron two-proton transfer, E2PT (Fig. 1). While 
the first proton transfer takes place in the vicinity of the phenoxyl oxygen, a second 
proton transfer occurs at a more remote site. It was shown that while gX components 
of the g-tensors are very sensitive to EPT, which leads to the change of gX-value up 
to 0.003, it is not sensitive to the second proton transfer. In the last case, the change 
of the gX-value is only ca. 0.0001, which is too small to be definitely assigned by 
HF EPR taking into account the typical accuracy of the experiment, broad EPR line 
width of the tyrosyl type radical, and the accuracy of the DFT calculations. As for 
14N hyperfine couplings, they are also too similar to allow distinction of the EPT 
from E2PT configuration. We also tested the hypothesis that conformational changes 
of the model complexes can lead to the modulation of the g-values. For this reason, 
we calculated magnetic resonance parameters as a function of the rotation angles 
around single bonds, Θ1 and Θ2 (Fig.  1). It was demonstrated that while rotation 
around Θ2 has only a negligible effect on g-values, less than 0.0001, rotation of the 
phenol group around Θ1 results in large positive changes in the gX-values, by more 
than 0.001. Analysis of the data reveals that the main source of these changes is 
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related to the strength of the H-bond between the phenoxyl oxygen and the proton in 
the  N1 and  N2 positions. Calculations with solvent environment of different polarity 
showed that explicit hydrogen bonds are needed to significant alter magnetic res-
onance parameters and even large changes in polarity have only minor effects on 
those parameters.

These findings decrease the likelihood of misinterpretation of the high-frequency 
EPR data of electron transfer in the Tyr-containing systems and permit more robust 
mechanistic studies in biological as well as bio-inspired model systems.
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