
S. I . : MACHINE LEARNING AND BIG DATA ANALYTICS FOR IOT SECURITY AND

PRIVACY (SPIOT 2022)

Intelligent speech recognition algorithm in multimedia visual
interaction via BiLSTM and attention mechanism

Yican Feng1

Received: 17 February 2023 / Accepted: 15 August 2023 / Published online: 29 November 2023
� The Author(s) 2023

Abstract
With the rapid development of information technology in modern society, the application of multimedia integration

platform is more and more extensive. Speech recognition has become an important subject in the process of multimedia

visual interaction. The accuracy of speech recognition is dependent on a number of elements, two of which are the acoustic

characteristics of speech and the speech recognition model. Speech data is complex and changeable. Most methods only

extract a single type of feature of the signal to represent the speech signal. This single feature cannot express the hidden

information. And, the excellent speech recognition model can also better learn the characteristic speech information to

improve performance. This work proposes a new method for speech recognition in multimedia visual interaction. First of

all, this work considers the problem that a single feature cannot fully represent complex speech information. This paper

proposes three kinds of feature fusion structures to extract speech information from different angles. This extracts three

different fusion features based on the low-level features and higher-level sparse representation. Secondly, this work relies

on the strong learning ability of neural network and the weight distribution mechanism of attention model. In this paper, the

fusion feature is combined with the bidirectional long and short memory network with attention. The extracted fusion

features contain more speech information with strong discrimination. When the weight increases, it can further improve the

influence of features on the predicted value and improve the performance. Finally, this paper has carried out systematic

experiments on the proposed method, and the results verify the feasibility.
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1 Introduction

Speech is the most natural way of interaction for human

communication. People get a lot of information from the

outside world through speech interaction every day.

According to statistics, about 75% of communication in

human daily life is completed by voice [1, 2]. At the

beginning of the invention of computer, human–computer

interaction can only be realized through keyboard, mouse

and buttons. With the development of smart tablet, smart

phone and other devices, human–computer interaction has

developed from keyboard input to touch input [3, 4].

However, these human–computer interaction methods have

gradually failed to meet the needs, and the development of

speech recognition technology can make people and

machines interact better [5].

Let the machine understand the world is the initial

purpose of studying speech recognition. In the process of

human and machine interaction, the first step is to let the

machine hear human voice. The second step is to let the

machine translate the sound into words to achieve the

purpose of accurate listening. The third step is to let the

machine accurately understand the emotion expressed by

human voice to achieve the purpose of understanding

[6, 7]. Speech recognition technology includes near-field

speech technology and far-field speech technology, which

are bounded by 30 cm. Due to the limitations of near-field
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speech, the research focus of speech recognition is on the

far-field speech interaction technology. This technology

includes voice wake-up, recognition and understanding

[8, 9]. With the development of artificial intelligence,

speech recognition technology is also improving. Deep

learning has been used for modeling tasks in speech

recognition and achieved good results. These technologies

are also applied to intelligent products [10].

Using voice to realize multimedia human–computer

interaction is the key research direction of artificial intel-

ligence. This mainly includes automatic speech recogni-

tion, natural language processing, speech synthesis and

other technologies. Automatic speech recognition tech-

nology, also known as speech recognition technology, is

responsible for the conversion of speech to text [11, 12].

This is an interdisciplinary task, involving multiple disci-

plines such as signal processing, pattern recognition,

physiology, psychology, computer science and linguistics.

Automatic speech recognition technology is the key first

step to realize multimedia human–computer interaction

using speech and is the core of this paper. Speech recog-

nition technology is divided into two main development

directions according to different computing platforms. One

is a large vocabulary continuous speech recognition system

based on computer platform. The other is the specific

control instruction recognition system based on the special

speech recognition chip [13, 14]. The processor of special

speech recognition chip is a low power consumption, low

cost and small size intelligent chip. Compared with com-

puters, its operation processing speed and storage capacity

are very limited. This is mainly used to identify short voice

control commands and some fixed voice data of specific

people. The large vocabulary continuous speech recogni-

tion system via computer platform can adjust model scale

according to the use scenario, which has more powerful

functions [15].

Although automatic speech recognition has developed

rapidly for more than half a century, it still has many

application problems in real life [16]. On the one hand, this

is caused by the defects of speech recognition itself. Yet,

academics have great aspirations for voice recognition,

despite the fact that the research in this area is inconsistent.

The use of deep learning in automatic voice recognition has

made significant strides as we have entered the third stage

of human evolution [17, 18]. The recognition ability of

machine systems has been substantially improved under

ideal settings as a result of the rapid development of deep

learning technology, which has sparked a technological

revolution in the field of voice recognition. The recognition

rate of many advanced technologies can even exceed 95%

[19]. Under this technical background, various kinds of

smart voice products such as mobile phone voice assistant

and smart speaker have rapidly opened the market. At

present, intelligent voice has become one of the most

important multimedia human–computer interaction modes

in the consumer market [20].

This work proposes a new method for speech recogni-

tion in multimedia visual interaction. The contributions

are:

• First, this work proposes three kinds of feature fusion

structures to extract speech information from different

angles. This extracts three different fusion features

based on the low-level features and higher-level sparse

representation.

• Secondly, the fusion feature is combined with the

BiLSTM with attention mechanism to extract more

discriminative feature.

• Finally, this work has carried out systematic experi-

ments on the proposed method, and the experimental

results verify the feasibility of this work.

The second section of this paper will carry out the

corresponding literature analysis. The third section will

elaborate the proposed method. The fourth section is

related experiments and analysis. The fifth section is the

conclusion.

2 Related work

Reference [21] applied GMM-HMM to speech recognition

model, and speech recognition model based on neural

network also originated at this time. However, due to the

influence of factors such as computing power and data at

that time, this did not achieve particularly good results.

Literature [22] proposed a connection timing classification

model. This used a single model to directly model the

speech frame sequence, and the one-way model could be

applied to the field of streaming speech recognition. Lit-

erature [23] proposed LAS based on attention mechanism.

This translated speech recognition task into Seq2Seq

modeling task, which directly mapped audio sequence to

corresponding text sequence. With the continuous

improvement of computing performance, the neural net-

work framework was also iteratively optimized. In the

aspect of speech recognition based on DNN-HMM

framework, there were various structural optimizations for

acoustic models. Literature [24] proposed CTC extended

structure, which was a kind of cyclic neural network con-

verter. This integrated the input sequence and the historical

output sequence, which could optimize the acoustic and

language models at the same time. This solved the defects

of the CTC output independence assumption, and the use of

one-way coding structure could be applied to streaming

speech recognition. CTC, LAS and RNN-T were the three

main end-to-end speech recognition frameworks. Its basic
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assumptions, training objectives, training process and rea-

soning process were different. Literature [25] proposed

time-delay neural network, which would apply convolu-

tional neural network, which was brilliant in the field of

image recognition, to speech recognition. It used hole

convolution for selective input, which reduced the amount

of computation and increased the field of view of the top

input. Literature [26] proposed LSTMP, which was based

on the traditional LSTM by introducing an affine layer

between the memory block and the output layer. This

effectively reduced the number of model parameters while

retaining the advantages of LSTM for serialization mod-

eling. Literature [27] proposed the maximum mutual

information training criterion to take into account the

correct path and the confused path at the same time. This

increased the scoring difference between the correct path

and other paths. This could improve the correct path score

and more match the recognition target.

The end-to-end speech recognition framework was rel-

atively simple. The unified optimization goal avoided the

cumulative error problem caused by multiple modules and

did not require forced alignment. At the same time, single

words could be used as the modeling unit, without addi-

tional pronunciation dictionary, and the model had good

extensibility. Literature [28] proposed a code-decode

structure, which had been widely used in the field of

machine translation for the first time and achieved good

experimental results. Literature [29] extended the applica-

tion of code-decode structure to the field of speech

recognition. Therefore, in addition to CTC, sequence-to-

sequence end-to-end speech recognition framework had

also become one of the mainstream methods. It was not

necessary to assume the alignment of input and output

sequences in advance, and this could learn encoding,

decoding and how to align at the same time. Cyclic neural

network needed to calculate the response of each time

frame in sequence at the training time. Its main defect was

that it was easy to lose the historical information of long

words. This had disadvantages for speech recognition tasks

with monotonic relationship between audio and text. In

addition, the training should to calculate each time frame in

time sequence. Literature [30] proposed the Transformer

model, which replaced RNN with self-attention mechanism

to model the global timing signal. At the same time, it

could train in parallel and improve the calculation speed of

the model. Literature [31] applied Transformer model to

specific mandarin speech recognition tasks and achieved

results beyond LAS model. Literature [32] combined CTC

with LSTM model and inserted the vector output from the

top of LSTM into the CTC model. LSTM-CTC model was

constructed using CTC decoding method. The model not

only reduced the word error rate, but also shortened the

training time of the model. Reference [33] proposed LFR-

DFSMN, which added jump connections between memory

layers. This alleviated the problem of gradient disappear-

ance when building a deep model structure. Literature [34]

proposed a streaming multi-level truncated attention

model, which introduced a special multi-level attention

mechanism.

3 Speech recognition via BiLSTM
and attention mechanism

First, this work proposes three kinds of feature fusion

structures to extract speech information from different

angles. This extracts three different fusion features based

on the low-level features and higher-level sparse repre-

sentation. Secondly, the fusion feature is combined with

BiLSTM with attention mechanism. The extracted fusion

features contain more speech information with strong

discrimination.

3.1 Speech sparse representation extraction

When extracting fusion features, it is necessary to extract

corresponding sparse representation features from the

underlying features. As a high-level feature, the sparse

representation feature has good uniqueness and distinc-

tiveness. In this paper, KSVD dictionary learning algorithm

and BPDN sparse decomposition algorithm are used to

extract sparse features. KSVD algorithm is improved to

solve the problem of slow learning of dictionary learning

algorithm under a large amount of voice data.

In this paper, KSVD algorithm is used to learn the

dictionary. The dictionary learned by this algorithm from

the training data can be regarded as a reduced-dimension

representation of the training set. Therefore, this can well

represent the characteristics of training data. In this algo-

rithm, first of all, data are randomly selected from the

training data as the initial dictionary atom. Then, the OMP

algorithm is used to solve the sparse representation while

the dictionary is left unmodified. Then, the SVD algorithm

is used to update the dictionary atoms while maintaining

the sparsity. As long as there is significant discrepancy

between the sample data and the data rebuilt using the

created dictionary, iterate until a minimal error is achieved.

The speech training data chosen in this research at the

frame level is substantial, and the system requires frequent

iteration. Due to the sluggish acquisition of sparse repre-

sentation from the learning dictionary, this paper randomly

selects the training dictionary from each voice training

sample. This study refines the method of training a dic-

tionary in an effort to address this issue. The enhanced

KSVD chooses a specified amount of data from each type

of voice data to create a short training dataset that is then
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used to train the dictionary’s first sample. The dictionary is

then used to obtain the sparse representation of all the voice

data.

The basic idea of the algorithm is to update all atoms

until the overall reconstruction error is minimal. The target

function of KSVD is as follows:

JK ¼ min
D;A

X � DAk k2F ð1Þ

where X is the training data, D is the initial dictionary, A is

the sparse sample.

KSVD algorithm is divided into three stages. First is the

initialization stage, which generates initial MFCC feature

training samples according to the improved method pro-

posed in this paper. These samples contain different pho-

neme categories. Each category takes several samples from

the training data to form a small training sample. This

initial training data covers all phoneme types. Then, select

some samples from the initial samples as the atoms of the

initial dictionary. Next is the sparse coding stage, which

fixes the dictionary obtained in the previous step and nor-

malizes each column of atoms in the dictionary. This uses

the sparse decomposition algorithm OMP to solve sparse

data. Finally, dictionary update stage, in which the dic-

tionary atoms and sparse features need to be updated at the

same time. Generally, it is assumed that one optimization

variable is fixed, another variable is optimized, and the

variable is updated alternately.

For solving the problem of sparse representation, the

OMP algorithm in the greedy algorithm adopted in docu-

ment [35]. The flaw of this algorithm type is that during the

iterative process, only the local optimal solution is guar-

anteed. At the same time, this sparsity is pre-fixed by the

matching pursuit algorithm. Complex speech data is rep-

resented with varying degrees of sparsity across distinct

speech areas. Consequently, it is not appropriate to apply

the same sparsity to the sparse representation of each voice

frame when dealing with voice data. In light of these

issues, this article employs the algorithm of base tracking

noise reduction in order to address the sparse representa-

tion. The optimization problems of conventional sparse

representation are as follows:

A ¼ argmin
A

ai0 ð2Þ

where ai is sparse parameter.

In the actual solution process, the above problems are

usually converted into the problem of solving the L1 norm.

When noise is considered, the sample signal becomes a

superimposed signal. If BP algorithm, namely, BPDN

algorithm [36], is used for noise suppression, the opti-

mization problem is:

A ¼ argmin
A

ai1 ð3Þ

where ai is sparse parameter.

BPDN algorithm can find the global optimal solution by

minimizing the reconstruction error while obtaining the

rarest solution of the signal. After a learning dictionary is

obtained by using KSVD algorithm, all training samples

are processed by BPDN algorithm to obtain corresponding

sparse representation. Finally, the sparse representation

features are sent into the recognition model for

classification.

3.2 Structural design of multi-level feature
fusion

This paper proposes several structures of feature fusion,

which can extract the features of speech signals from dif-

ferent angles. When one mode feature is damaged, other

mode features can help fill in the missing information to

enhance the robustness of the signal. Finally, the interac-

tion between the characteristics of different patterns can be

considered as an enhancement factor.

For the same segment of voice data, feature extraction is

performed from frequency domain and cepstrum domain,

respectively. First, the CQT spectrum corresponding to the

voice data can be obtained by CQT transformation of the

initial audio data. CQT transform is different from Fourier

transform in that its spectrum is nonlinear and the length of

filtering window is variable. This can be changed according

to the change of spectral line frequency to obtain better

performance. In addition, this paper calculates Mel cep-

strum coefficients of speech to obtain MFCC features, so as

to achieve the extraction of underlying features from dif-

ferent angles. The two extracted low-level features are

fused to form a low-level fusion feature. Then, the fused

features are extracted from the sparse representation by

dictionary learning to obtain the fused sparse features. The

fusion structure is shown in Fig. 1:

The specific fusion expression can be expressed as:

Fll ¼ min
Dmc;a

ðiÞ
ll

xðiÞmc � Dmca
ðiÞ
ll

�
�
�

�
�
�

2

2
þl0 a

ðiÞ
ll

�
�
�

�
�
�
1

ð4Þ

where xmc is the fusion sample, Dmc is the fusion dictionary

after dictionary learning after the fusion of low-level and

low-level features.

This method fuses two kinds of low-level features

extracted from different angles, and then extracts the high-

level sparse representation. The advantage of this method is

that it combines the information of the two underlying

modes before learning together. The sparse representation

after learning can capture the relationship between the two

modal features. This can also play a complementary role

and make up for the lack of single type features.
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Fusion of high-level feature and high-level feature

adopts the method of directly sparse coding the underlying

features. First of all, after a series of preprocessing of the

original data of the same voice segment, two different

underlying features, MFCC and CQT, are extracted. The

method of implementing parallel sparse coding after

extracting the underlying features. This is to learn a dic-

tionary for the low-level features of each mode and then

conduct sparse coding to obtain two different high-level

feature representations. Finally, the high-level sparse rep-

resentation obtained separately will be fused in parallel.

Figure 2 depicts this modal parallel sparse coding scheme.

The scheme learns two dictionaries for the two underlying

modal features in parallel. Finally, the two high-level

sparse feature representations are fused according to the

following structure to obtain new fusion features.

Finally, the sparse representation obtained in parallel is

fused according to the above structure to obtain the fused

feature representation. The specific expression is as

follows:

Fhhm ¼ min
Dm;a

ðiÞ
m

xðiÞm � Dma
ðiÞ
m

�
�

�
�
2

2
þl0 aðiÞm

�
�

�
�
1

ð5Þ

Fhhc ¼ min
Dc;a

ðiÞ
c

xðiÞc � Dca
ðiÞ
c

�
�

�
�
2

2
þl0 aðiÞc

�
�

�
�
1

ð6Þ

ahh ¼ ½am; ac� ð7Þ

where am and ac are high-level sparse representations

extracted from the two features, respectively.

The method of fusing two high-level features is a simple

method of encapsulating features from two modes. This

increases the effective information contained in the feature

to a certain extent, but completely discards the underlying

effective information. This can’t conduct joint training on

voice data like the fusion between the bottom layer and the

bottom layer. Therefore, it cannot capture the correlation

between the two features that may be beneficial to the

recognition task. And, the same as the fusion between the

bottom layers, the extracted features are the fused higher-

level features, which will cause some beneficial informa-

tion at the bottom layer to be completely discarded.

For the high-level fusion and the low-level fusion, the

two feature fusion structures are finally transformed to

obtain a fused sparse representation feature, which will be

sent into the classification model. However, this com-

pletely discards the underlying features, which also dis-

cards a lot of important information contained in the

underlying features. In view of the problems of the above

two structures, this paper has made further improvements

on the structure designed previously. This paper designs

and adopts a structure that integrates the low-level features

and high-level features and extracts features, as shown in

Fig. 3.

MFCC

CQT

Fusion Dmc Sparse

xm

xc

xmc auu

Fig. 1 Fusion of low-level

feature and low-level feature

MFCC

CQT

Fusion

Sparse

xm

xc

ahh

Dm

Dc Sparse

am

ac

Fig. 2 Fusion of high-level

feature and high-level feature
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This structure first extracts MFCC features directly from

voice data. On the other hand, a sparse high-level feature is

obtained by sparse coding after extracting the low-level

feature. Finally, two different modal features are fused

through the above fusion structure to obtain a new fusion

feature. The sparse representation extraction formula is as

follows:

Flh ¼ min
Dm;a

ðiÞ
m

xðiÞm � Dma
ðiÞ
m

�
�

�
�
2

2
þl aðiÞm

�
�

�
�
1

ð8Þ

alh ¼ ½xm; am� ð9Þ

where xm is MFCC feature, am is sparse feature.

As a low-level feature, MFCC contains a lot of original

information. The more original information, the more

complete the information. It accurately describes the non-

linear characteristics of human ear frequency. As the

underlying features, these features usually contain redun-

dant information, which will interfere with the expression

of effective information. The features after sparse repre-

sentation have good distinguishability, and will be sup-

plemented when the underlying information is ambiguous.

This makes it easier for the classifier to obtain the effective

information contained in the signal. Therefore, compared

with the previous two structures, the fusion structure of the

bottom layer and the top layer will be easier to accurately

mine the effective information in the voice signal.

3.3 Speech recognition based on BiLSTM
and feature fusion

Speech recognition is a typical signal processing problem

with time characteristics. The hidden layer neurons in DNN

and CNN are only affected by the current voice signal.

RNN is a neural network structure that allows hidden layer

neurons to have self-feedback loops. Its hidden layer input

not only comes from the voice signal at the current

moment, but also receives the memory information from

the hidden layer at the previous moment. This structure

mimics the speech perception ability of human brain, that

is, to predict the speech information of the next moment

through historical speech information. In theory, RNN

model can model speech signals of any time sequence

length. However, in the process of long sequence training,

the RNN network will produce a high power of the matrix,

which will lead to gradient disappearance or explosion. If

the gap between the previous voice information and the

current frame becomes very large, RNN will lose the

ability to learn to connect such a long-distance information.

Unit state, forgetting gate, input gate, and output gate

are all components of LSTM, a unique subclass of RNNs.

The unit state is where all of your long-term memories

from before this moment are kept. The forgetting gate

eliminates unwanted or unnecessary information from

long-term memory. Short-term memory is used by the

input gate to update permanent storage. The output gate

combines the information stored in both the short- and

long-term memories to produce a final output. The issue of

long-term dependency of RNN has been resolved by

LSTM, which can handle both long- and short-term

memory. The traditional LSTM model is a one-way

transmission structure, while speech recognition is a con-

text-dependent phoneme distribution problem, so this paper

uses BiLSTM to process speech. Two independent forward

and backward LSTM networks process the front and back

information, respectively, and then splice the two outputs

to get the acoustic model at that time.

In this paper, attention mechanism is added to the

model, which searches for some inputs related to the cur-

rent prediction output from the input through the calcula-

tion of attention weight in the network. The closer the

relationship, the greater the weight value assigned to the

input vector. When the relevant input features contain more

effective information, the greater the impact of the relevant

input features given greater weight on the current output.

This can improve the recognition accuracy. Therefore, this

chapter sends the fusion features with different levels of

information extracted from the previous chapter into the

BiLSTM network via attention mechanism. This makes use

of the characteristics of attention to strengthen the influ-

ence of relevant input characteristics on the current

MFCC

MFCC

Fusion

xm

xm

alh

Dm Sparse

am

Fig. 3 Fusion of low-level

feature and high-level feature
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prediction output, so as to achieve the effect of reducing

the recognition error rate. The feature fusion speech

recognition model based on attention and BiLSTM (FF-

ATT-BiLSTM) is shown in Fig. 4.

The structure of BiLSTM model based on attention

mechanism is composed of coding layer, attention mech-

anism end and decoding layer. In terms of model building,

BiLSTM is selected for classification. Compared with the

traditional GMM-HMM and support vector machine

models, the specific structure of BiLSTM can connect the

information far away from the previous to the current task.

This can make full use of the voice information at the front

and back ends and also avoid the problem of gradient

disappearance. And, this kind of serialized network struc-

ture is suitable for processing voice data.

When forecasting the current time, the hidden layer

features of all the current input times are matched with the

predicted state of the previous time to calculate the score.

The matching score can be calculated by a small neural

network. A small neural network is trained to learn the

relationship between the higher-order features and the

predicted state at the last time. The key step is to use the

softmax function, which passes the scores at all times

through the softmax function to ensure that the sum of all

weight values is 1. Finally, the weighted sum of the hidden

layer features and corresponding weights output by the

coding end is the context vector. The specific relationship

of the context vector at the first moment can be expressed

as follows:

c1 ¼
XT

i¼1

x1tht ð10Þ

where x is input.

Attention mechanism will give greater weight to the

input sequence most relevant to the current prediction

output. According to this principle, when the input feature

contains more effective information, the proportion of

information in the input feature that is more relevant to the

current output will increase as the corresponding weight

increases. The greater the impact of the relevant input

characteristics after being given greater weight on the

current output. Therefore, this paper puts the multimodal

features into the model based on attention mechanism. This

can increase the effective input information and also

strengthen the effect of effective input on output through

the model.

In order to alleviate the over-fitting phenomenon in the

training process, this paper uses the Dropout method and a

certain probability to randomly delete the number of hid-

den layer units in the model to improve the generalization

ability of the model. In addition, this paper also sets up the

Early Stopping mechanism during the training process.

This is stopped in time when the validation accuracy on a

Embedding

alhall ahh

e1 e3e2 en

BiLSTM BiLSTMBiLSTM BiLSTM

h1 h3h2 hn

+

OutputFig. 4 FF-ATT-BiLSTM

pipeline
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certain number of validation sets has not improved, so as to

prevent the training process from over-fitting.

4 Experimental result

4.1 Dataset and experimental environment

This work collects voice data during multimedia visual

interaction to build two datasets SRA and SRB. The two

data sets contain different amounts of data. SRA has

20,318 training samples and 8026 test samples. SRB has

52,189 training samples and 19,053 test samples. The

model is a deep learning model. The experimental envi-

ronment is in Table 1.

The speech recognition task is essentially a classification

task. The performance evaluation indicators selected for

this work are the accuracy and F1 score.

Acc ¼ TPþ TN

TPþ TN þ FPþ FN
ð11Þ

F1 ¼ 2� R� P

Rþ P
ð12Þ

4.2 Analysis on FF-ATT-BiLSTM training

FF-ATT-BiLSTM is a deep learning model, so it must be

trained and optimized first. This work first analyzes the

training process of FF-ATT-BiLSTM, and the main anal-

ysis object is the loss in the training process as Fig. 5.

With the increase in training times, the loss of FF-ATT-

BiLSTM on both data sets gradually decreased. When the

training reaches 60 epochs, the loss will not change sig-

nificantly, which indicates that the model has converged at

this time. In addition, when the model converges, the loss

of FF-ATT-BiLSTM on SRB is smaller. This is because

the dataset is larger and the model training is more

sufficient.

4.3 Method comparison

To further verify the progressiveness of FF-ATT-BiLSTM

in the field of speech recognition, this paper compares it

with others. The methods contain RNN, LSTM, BiLSTM

and Transformer. To ensure the consistency of the exper-

iment, keep the experimental parameters unchanged as

much as possible, the result is in Table 2.

FF-ATT-BiLSTM proposed in this paper can obtain the

best performance. Specifically, FF-ATT-BiLSTM achieves

92.1% accuracy and 90.5% F1 score on SRA and 95.5%

accuracy and 92.8% F1 score on SRB. Compared with the

hot Transformer algorithm this year, F-ATT-BilSTM

achieves 2.2% accuracy improvement and 3.2% F1 score

improvement in SRA. In SRB, the corresponding increases

are 2.9 and 2.3%, respectively. These performances and

improvements verify the feasibility and superiority of FF-

ATT-BiLSTM in the field of speech recognition in the

process of multimedia visual interaction.

To further verify the advantages of FF-ATT-BiLSTM,

this paper compares the performance of different training

stages, as shown in Fig. 6.

At different stages of training, FF-ATT-BiLSTM can

achieve different degrees of performance improvement

compared with other methods. This further verifies the

superiority of this method.

4.4 Analysis on feature fusion

FF-ATT-BiLSTM proposed three different feature combi-

nations and fused the three sets of features. To verify the

feasibility of this feature fusion, this paper carries out

comparative experiments for different features. To ensure

the comparability of the experiment, this work tries to keep

the experimental parameters unchanged. The experimental

results are shown in Table 3.

From the data shown in the table, we can see that the

performance corresponding to the fusion of low-level fea-

tures and low-level features is the lowest. If high-level

features are combined with high-level features, the per-

formance will be improved to a certain extent. The fusion

of low-level features and high-level features can further

improve the accuracy and F1 score. However, a single

feature combination cannot achieve the best performance.

Only after these three groups of features are fused can FF-

ATT-BiLSTM achieve the highest speech recognition

performance.

4.5 Analysis on improved KSVD

This work uses the improved KSVD algorithm to sparsely

represent speech features. In order to verify the feasibility

Table 1 Experimental environment

Option Configuration

Operating system Windows10

CPU Intel(R) Core(TM) i7-9700

GPU NVIDIA RTX3070

Deep learning framework PyTorch 1.6

Development language Python
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Fig. 5 Training loss of FF-ATT-BiLSTM

Table 2 Method comparison

Method SRA SRB

ACC F1 ACC F1

RNN 81.2% 80.1% 85.1% 83.3%

LSTM 84.1% 82.2% 86.9% 84.9%

BiLSTM 87.5% 85.9% 90.3% 88.7%

Transformer 89.9% 87.3% 92.6% 90.5%

FF-ATT-BiLSTM 92.1% 90.5% 95.5% 92.8%

Fig. 6 Training F1 score on different stage

Table 3 Analysis on feature fusion

Feature SRA SRB

ACC F1 ACC F1

all 88.2% 86.2% 90.3% 88.5%

ahh 89.3% 86.7% 92.0% 89.1%

alh 90.5% 87.8% 93.6% 91.1%

all þ ahh þ alh 92.1% 90.5% 95.5% 92.8%

Neural Computing and Applications (2024) 36:2371–2383 2379

123



of this improvement measure, this paper compares the

model recognition performance when the improvement

measure is not used and the improved KSVD algorithm is

used. The experimental result is shown in Fig. 7.

After the corresponding improvement of KSVD, the

speech recognition performance of FF-ATT-BiLSTM can

be improved to a certain extent. Specifically, the accuracy

and F1 score on SRA are improved by 1.7 and 1.6%,

respectively. Similarly, the accuracy rate and F1 score on

SRB are improved by 2.1 and 1.9%, respectively.

4.6 Analysis on attention

FF-ATT-BiLSTM uses attention to enhance features. To

verify the role of attention in speech recognition, this work

analyzes the model performance when attention is not used

and when attention is used. The experimental results are

shown in Table 4.

After embedding attention module, the speech recogni-

tion performance of FF-ATT-BiLSTM can be improved to

a certain extent. Specifically, the accuracy and F1 score on

SRA are improved by 1.3 and 1.4%, respectively. Simi-

larly, the accuracy and F1 score on SRB are improved by

1.3 and 1.2%, respectively.

4.7 Analysis on BiLSTM

FF-ATT-BiLSTM uses BiLSTM to extract speech features.

To verify the high-performance extraction effect of

BiLSTM on speech features, this work analyzes the model

performance when using LSTM and BiLSTM. The exper-

imental results are shown in Fig. 8.

After embedding BiLSTM module, the speech recog-

nition performance of FF-ATT-BiLSTM can be improved

to a certain extent. Specifically, the accuracy and F1 score

on SRA are improved by 1.2 and 1.0%, respectively.

Similarly, the accuracy and F1 score on SRB are improved

by 1.3 and 0.9%, respectively.

4.8 Analysis on dropout

FF-ATT-BiLSTM uses Dropout to enhance neural net-

work. To verify the role of Dropout in speech recognition,

this work analyzes the model performance when Dropout is

not used and when Dropout is used. The experimental

results are shown in Table 5.

After embedding Dropout strategy, the speech recogni-

tion performance of FF-ATT-BiLSTM can be improved to

a certain extent. Specifically, the accuracy and F1 score on

SRA are improved by 1.0 and 0.7%, respectively. Simi-

larly, the accuracy and F1 score on SRB are improved by

0.7 and 0.6%, respectively.

4.9 Analysis on early stopping

FF-ATT-BiLSTM uses Early Stopping to constrain neural

network. To verify the role of Early Stopping in speech

recognition, this work analyzes the model performance

when Early Stopping is not used and when Early Stopping

is used. The experimental results are shown in Fig. 9.

Fig. 7 Analysis on improved KSVD

Table 4 Analysis on attention

Method SRA SRB

ACC F1 ACC F1

FF-BiLSTM 90.8% 89.1% 94.2% 91.6%

FF-ATT-BiLSTM 92.1% 90.5% 95.5% 92.8%
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After embedding Early Stopping strategy, the speech

recognition performance of FF-ATT-BiLSTM can be

improved to a certain extent. Specifically, the accuracy and

F1 score on SRA are improved by 1.8 and 2.0%, respec-

tively. Similarly, the accuracy and F1 score on SRB are

improved by 2.2 and 1.6%, respectively.

5 Conclusion

With the continuous popularity of multimedia intelligent

devices, the realization of multimedia visual interaction has

gradually become the focus of research. Therefore, human–

computer interaction has become a key research field. The

accuracy of speech recognition technology has far-reaching

significance in this field. The accuracy of a speech recog-

nition system depends heavily on the accuracy of the

classification model and the quality of the derived acoustic

data. Therefore, it is required to include as much infor-

mation as possible in the sound content. At the same time,

this should also minimize the interference of information

irrelevant to classification. Only the distinguishable fea-

tures extracted can make the features more conducive to

recognition. This work proposes a new method for speech

recognition in multimedia visual interaction. First of all,

Fig. 8 Analysis on BiLSTM

Table 5 Analysis on Dropout

Method SRA SRB

ACC F1 ACC F1

Without Dropout 91.1% 89.8% 94.8% 92.2%

With Dropout 92.1% 90.5% 95.5% 92.8%

Fig. 9 Analysis on Early Stopping
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this work considers the problem that a single feature cannot

fully represent complex speech information. This paper

proposes three kinds of feature fusion structures to extract

speech information from different angles. This extracts

three different fusion features based on the low-level fea-

tures and higher-level sparse representation. Secondly, this

work relies on the strong learning ability of neural network

and the weight distribution mechanism of attention model.

In this paper, the fusion feature is combined with BiLSTM

and attention. The extracted fusion features contain more

speech information with strong discrimination. When the

weight increases, it can further improve the influence of

features on the predicted value and improve the perfor-

mance. Finally, this paper has carried out systematic

experiments on the proposed method, and the results verify

the feasibility.
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