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Abstract
With the rapid growth of the world’s population and urbanization, people are increasingly seeking higher-quality medical

services to improve their lives. The classification method based on deep convolutional neural networks (CNNs) is widely

used in smart healthcare systems along with advancements in communication and hardware technology. Unfortunately, for

conventional deep CNN algorithms, most of the regions do not participate in the convolution operation, resulting in the loss

of feature information and the correlation of information between the features. To address this issue, this paper proposes a

new strategy of aggregation decentralized down-sampling to prevent the loss of feature information. The regions that are

not involved in the convolution operation are re-convoluted and stacked onto depth information in the forward propagation

layer and the short-circuit layer, ensuring gradual convergence of the feature map and avoiding the loss of feature

information. The accuracy of the proposed residual network (ResNet) system for classification tasks showed an average

improvement of 2.57% compared with the conventional ResNet strategies.
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1 Introduction

With the development of artificial intelligence (AI) tech-

nology, deep convolution neural networks (CNNs) are

being adopted in healthcare fields, such as intelligent

medical diagnostic systems and intelligent pathologic

image analysis systems. Among their many applications,

classification systems based on AI techniques have attrac-

ted the attention of global researchers. The basis of AI

techniques is the birth of the neural network model in 1943.

After decades of development, neural networks have

gradually developed from a shallow layer to deep neural

networks, which can extract higher-level abstract infor-

mation to obtain better results. The structural diagram of a

neural network is shown in Fig. 1, including the input layer,

hidden layers and output layer.

As an important branch of neural networks, CNNs have

recently played a very important role in classification

systems. LeNet [1], proposed in the 1990s, marks the

beginning of CNNs, which have been further developed to

GoogLeNet [2] and VGGNet [3], the champion and runner-

up of the ImageNet Large-Scale Visual Recognition

Challenge (ILSVRC) in 2014, respectively. Since then, the

number of layers in CNNs has been increasing, and they

are becoming increasingly complex. The residual network

(ResNet) proposed by He et al. [4] in 2015 increased the

number of CNN layers from dozens to hundreds, laying a

solid foundation for deeper networks. The Inception-

ResNet [5] network proposed in 2017 has learned from the

ResNet structure, achieving better classification

performance.

In this paper, we propose an aggregated decentralized

down-sampling (ADD) method that is embedded into the

ResNet to enhance its feature extraction ability. The

improved ResNet can increase the utilization rate of the
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information contained in the feature map, which reduces

the loss of high-dimensional information. For medical

image processing, high-resolution and large-size images

provide more pathological details as well as much more

computational complexity. For common ResNet, the larger

the step size, the faster the feature graph convergences. The

proposed ADD method makes a good trade-off between

high recognition accuracy and a fast convergence rate.

Besides avoiding the loss of information, the required

number of convolution layers reduces with the acceleration

of the convergence. This means that the number of

parameters in ResNet decreases as well, greatly reducing

the total computational cost. The proposed ADD method

can also help other CNNs, not only ResNet, to greatly

improve their practical performance. In addition, the loss of

information caused by using a large step size probably

reduces the ability to detect and recognize small-sized

objects, such as small-diseased areas, which are crucial for

early diagnosis. The proposed ADD ResNet reuses the

skipped regions and combines them into depth information.

Thus, the information of small targets is reserved to pre-

vent the detection performance for small objects from

degrading.

This article is structured as follows. In Sect. 2, we

introduce related works on classification systems. In Sect.

3, we introduce several improved schemes for CNNs in

detail. In Sect. 4, we describe and demonstrate the

improved CNNs on different data sets and provide the

results of their analysis compared with some other meth-

ods. Finally, in Sect. 5, we discuss the results and conclude

the article.

2 Related work

ResNet was created to solve the performance degradation

problem of traditional CNNs. It makes traditional neural

networks develop in a deeper and higher performance

direction. In the residual module, ResNet has one more

branch than traditional neural networks. Take the two-layer

residual module as an example, as shown in Fig. 2, where x

denotes the input of the residual module, and H(x) is the

potential expectation mapping:

HðxÞ ¼ FðxÞ þ x ð1Þ

Therefore, the mapping that needs to be learned is:

FðxÞ ¼ HðxÞ � x ð2Þ

F(x) is the residual between the expected mapping and the

input. The residual module is defined as follows:

y ¼ Fðx; fWigÞ þ x ð3Þ

where x and y denote input and output, respectively, and

Fðx; fWigÞ represents the residual that we need to contin-

uously learn and optimize. For the two-layer convolution

example in Fig. 2 below, F ¼ W2rðW1xÞ, where W1 and

W2, respectively, denote the weight parameter of the first

and second convolution layer of the residual module; r is

rectified linear unit (ReLU), rðxÞ ¼ maxð0; xÞ. ReLU

function makes the negative axis zero and provides system

sparsity and generality. The x added to the back is the

output of the short-circuit layer. In order to match the

residual output of the learning with the output data

dimension of the short-circuit layer, Ws is introduced:

y ¼ Fðx;WiÞ þWsx ð4Þ

Nowadays, the development of deep learning networks

is very rapid. ResNet can be used in almost all computer

Fig. 2 Two-layer residual structure block

Fig. 1 Structure of neural network
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vision tasks. For example, for object detection, Haque et al.

[6] improved the classic object detection network Single

Shot MultiBox Detector (SSD) and replaced the visual

geometry group (VGG) module inside the SSD with a

ResNet module. For detecting different dangerous targets,

the accuracy and learning rate of the network have been

also improved to some extent. Lu et al. [7] proposed a

combination of the classical network VGG and ResNet to

solve the problem, whereby the VGG network cannot

detect small objects; this combination improved the train-

ing effect. The application of object detection in the traffic

[8] or the Internet of Things [9] field has helped to alleviate

many traffic problems. Jung et al. [10] used ResNet to

extract vehicle position and category information from

surveillance videos, and they combined this information

with joint fine-tuning technology (JF) to improve the

accuracy of identification. Hu et al. [11] proposed an

improved-depth ResNet and used this network to establish

a model to predict the crowd flow on urban roads. This

model can reduce the training and prediction time on the

data set but does not improve the accuracy. Lu et al. [12]

combined ResNet with You Only Live Once (YOLO) and

used ResNet to improve YOLO’s darknet feature extraction

ability, which greatly improved the accuracy of the com-

bined network in multi-object detection. Ou et al. [13]

presented a network model based on ResNet that combines

an encoder and a decoder. For moving objects, ResNet

extracts feature information and encodes it, and after

decoding it with a decoder, it makes it correspond to dif-

ferent targets one by one. This model has improved target

positioning, but its accuracy has not improved as much. Li

et al. [14] introduced ResNet to transfer learning when

identifying ships in synthetic aperture radar (SAR) images,

which improved the detection accuracy slightly. ResNet is

also very good at virus detection in the field of computers.

Rezende et al. [15] expressed a virus software with the gray

value of the image and visualized it using the t-distributed

stochastic neighbor embedding (t-SNE) algorithm. Then,

they used the pre-trained ResNet network to identify the

samples. It shows better performance than of manual fea-

ture extraction. Yu et al. [16] improved the recognition rate

by introducing a ResNet network for detecting the presence

of a virus in integrated chips. In faster R-CNN, a two-step

detection method, Oztel [17] used the ResNet network to

extract feature information and identify objects under

partial occlusion. Atliha et al. [18] compared VGG and

ResNet when generating image subtitles and found that the

performance of the ResNet model was better than that of

VGG. In semantic segmentation, the use of ResNet has

achieved good results [19]. The use of ResNet in classifi-

cation problems has been more common. Li et al. [20]

developed a conditional random fields (CRF) model by

integrating ResNet into maximum a posteriori (MAP) for

hyperspectral image classification in order to obtain better

neighbor class boundaries. Medical images have been

classified using a network based on the ResNet structure,

and good results have been obtained [21–23]. Recently,

homecare robotic systems (HRS) [24, 25] based on cyber-

physical systems (CPS) have entered ordinary families,

providing more intelligent medical services and mobile-

edge computing services [26] after applying deep learning.

Zahisham et al. [27] used a framework based on ResNet-50

to achieve a certain effect on food classification on mul-

tiple food data sets. Song et al. [28] used a 41-layer ResNet

to classify railway shelling and achieved better results

compared with other networks. In the field of agriculture,

the ResNet network structure has been used to classify crop

diseases, and some good effects have been achieved

[29, 30]. Firdaus et al. [31] used ResNet-50 to classify

tourist attractions, and the results were close to the

expected results. In text processing, ResNet has been used

to extract feature information and to recognize and correct

text in a number of different scenes [32, 33]. The appli-

cation of deep learning in 3D reconstruction [34] has also

become common. For resource management and schedul-

ing, He et al. [35] provided a new deep learning model that

can help in hierarchical scheduling, effectively increasing

its efficiency in various environments. In [36], the authors

used the deep learning method to allocate and schedule

frequency bands to improve the system’s efficiency. In the

field of wireless communication, Chen et al. [37] proposed

a reinforcement learning (RL) algorithm in the distributed

framework to improve the performance of machine trans-

lation with a relatively long training time. Wang et al. [38]

used a so-called ascending learning code to identify

reflected Wi-Fi signals of human movement.

Nowadays, there are many novel ResNet applications

that have been introduced in the literature, including fea-

ture extractors, pre-trained models and classifiers. How-

ever, many studies do not improve the network structure

itself but rather a kind of pieced application. For most

networks, the core work involves extracting feature infor-

mation. Because of the strong extraction ability of ResNet,

it has been widely adopted for many practical applications.

The ResNet network structure contains a large number of

residual modules that usually use 1*1 filters and 3*3 filters

to perform convolution operations with a step size of 2 on

the output feature map of the previous layer. This makes

that the features output in the previous layer, i.e., approx-

imately 75% of the pixels in the picture, is not involved in

the calculation process of the convolution kernel. There-

fore, the information carried by these pixels and their

correlation information with other pixels in the neighbor-

hood cannot be transmitted forward through the short

connection line of the residual block, resulting in infor-

mation loss. One of the most important advantages of
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ResNet is realizing a deeper network. As the number of

network layers increases, these feature maps have a larger

part of the information missing each time they pass through

the residual block, which decreases the system’s accuracy.

The proposed ADD is a decentralized down-sampling

mechanism that re-enables the regions not involved in the

convolution operation and makes them convolute with 1*1

filters or 3*3 filters. The upgraded feature map is stacked

and merged with the feature map obtained by the convo-

lution operation to avoid loss of information. Certainly,

training data are also a hot research point of neural net-

works. In order to reduce the loss caused by repeated

compression as the training data spread, Li et al. [39] used

adaptive adjustment of discrete cosine transform (DCT)

coefficients to generate data. The bit error rate and stronger

anti-compression performance are conducive to data

transmission.

3 Proposed work

In most CNNs, with an increase in the number of convo-

lutional layers, down-sampling is adopted to reduce the

feature map accordingly; that is, the step size of the filters

is normally set to be greater than 1. Taking the step size of

2 as an example, normal down-sampling is shown in Fig. 3.

There are two ways to calculate the size of a feature

graph in convolution, which are ‘‘valid’’ and ‘‘same’’. The

‘‘valid’’ method does not calculate the boundary data. This

means that the original size of the feature map is not filled.

The relationship between the size of the feature map newly

obtained with ‘‘valid’’ and the size of the input feature map

is as follows:

W ¼ ðM � FÞ=Sþ 1 ð5Þ

In this paper, the ‘‘same’’ method is adopted by default, so

the convolution result of the boundary can be retained. As

the step size is set to 1, the size W of the newly obtained

feature graph remains unchanged. The size of the new

output feature map can be obtained from the following

equation:

W ¼ ðM � F þ 2 � paddingÞ=Sþ 1 ð6Þ

where M is the size of the input feature map, F is the size of

the convolution kernel, padding is the number of fillings in

the feature map of the ‘‘same’’ method, and S is the con-

volution step size. Assuming that the size of the feature

map is M �M, the size of the filters is 3 � 3, and the stride

is equal to 2. As M is even, the length and width of the new

output feature map become half of the original, and the

overall size is only 1/4 of the original. In other words,

nearly 3/4 of the associated information of the original has

been lost. Meanwhile, as M is odd, the length and width of

the new output feature graph are ðM þ 1Þ=2 of the original,

and the overall size is ðM þ 1Þ2=4 of the original. With the

increase in the step size, the lost association information

increases sharply.

In this article, we propose an improved solution called

aggregated decentralized down-sampling-based ResNet

(ADD-ResNet) convolution, which reuses the convolution

kernel to perform convolution operations in the regions

where some elements of the feature map have been skipped

because the convolution step size of the filters is greater

than one. After the convolution operation of multiple fil-

ters, the feature map is stacked to form a new feature map.

Then, the feature map’s output from the previous layer is

added and fused with the new feature map to continue the

forward propagation.

In this paper, we take the ResNet-18 network as an

example to improve the performance of the modified

ResNet model by adjusting its residual module. Moreover,

three improvement schemes are used for ResNet-18. In

scheme 1, only the short-circuit layer, namely Path-b, is

modified; in scheme 2, only the forward propagation path,

namely Path-a, is modified; and in scheme 3, two paths,

Path-a and Path-b, are merged after modification; that is,

out-a and out-b are added and merged. The structure of the

ResNet-18 residual module is shown in Fig. 4. A com-

parison between the proposed ADD method and the com-

mon down-sampling method is shown in Fig. 5.

To ensure that the stacked feature map can be added and

fused with the original feature map of forward propagation

smoothly, the following problems need to be solved for the

proposed schemes.

3.1 Depth of the feature map

When n � n convolution kernels are used to perform con-

volution operations in all regions of the original feature

map with a step size of S, the depth of the new feature map

generated after stacking needs to be the same as the depth

of the original feature map.

Scheme 1: In the short-circuit layer (path-b), when the

transverse and longitudinal step size is set to S, there is noFig. 3 Normal down-sampling of feature maps with a step size of 2
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difference between the square feature map and the rect-

angular feature map using the ‘‘same’’ method. The number

of filters in different regions is set to 1=S2 of the original

number. Regardless of how big the original feature map is,

the newly added convolution area is S2 � 1 times the

original one. Therefore, if the number of original filters is

unchanged, the depth of the stacked feature map is S2 times

that of the original feature map. It is further concluded that

when the transverse step size is S and the longitudinal step

size is T, the number of filters in different regions is 1=ðS �
TÞ of the original, the newly added convolution area is the

original S � T � 1 times, and the depth of the feature map

after stacking is S � T times the depth of the original fea-

ture map. To combine the new feature map with the orig-

inal feature map, this paper proposes that for S � T blocks,

each block only uses 1=ðS � TÞ of the original number of

filters so that the total number of filters is the same as the

original, and no additional calculation is included. We use

a 1 � 1 convolution and 2 as the step size as an example.

The implementation is shown in Fig. 6, and the network is

named ADD-ResNet-18 I. In the short-circuit layer, the

convolution step size of the 1 � 1 filter is 2, and the

unconvolved area on Path-b of ADD-ResNet-18 I is cal-

culated using the 1 � 1 size filter from the A, B, C and D of

the original feature map to start the convolution. The four

results of the convolution are stacked in the depth direction

to get out-b and then added and merged with out-a. The

number of filters is taken as the original number 1/4. As

shown in Fig. 12, f1 ¼ f2 ¼ f3 ¼ f4 ¼ 1=4 � F, where

Fig. 4 The structure of each path in ResNet-18 network residual

module

Fig. 5 Compare the aggregated decentralized down-sampling of the feature map with traditional down-sampling, where f0, f1, f2, f3 and f4 are

the number of convolution kernels
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F is the number of filters in the corresponding layer of the

ResNet and is unchanged.

In addition, for networks with more than 50 layers, the

corresponding improvements in this article are shown in

Fig. 7.

Scheme 2: In the main path (Path-a), because of the two

layers of the convolution operation, the convolution layer

with a step size greater than 1 is not the final output feature

layer. Therefore, the final output depth of the new feature

map is determined by the number of filters in the second

layer, and the number of filters used in the convolutional

layer with a step size large than 1 can theoretically be

unlimited. The number of filters represents the depth of the

output feature map. When the number of filters used in the

first layer is large, the depth of the output feature map will

be very large. In the second layer of convolution, the depth

of the convolution kernel needs to be set to the depth of the

output feature map of the previous layer. We use a 3 � 3

size filter with a step size of 2 as an example and name the

network ADD-ResNet-18 II. On Path-a, the unconvolved

area is convolved with a 3 � 3 size filter, the number of

filters is the same as the unimproved ResNet and then

stacked onto out-a; subsequently, out-a and out-b are added

and fused. The implementation is shown in Fig. 8.

And for networks with more than 50 layers, the corre-

sponding improvements in this article are shown in Fig. 9.

Scheme 3: By combining scheme 1 and scheme 2, it is

easier to obtain scheme 3, that is, to make modifications on

both Path-a and Path-b. We use a 1 � 1 size filter with a

step size of 2 as an example and name the network ADD-

ResNet-18 III. On Path-a, we use 3 � 3 size filters to cal-

culate the unconvolved area and stack them onto out-a. On

Path-b, we use 1 � 1 size filters to calculate the uncon-

volved area and stack them onto out-b; then, out-a and out-

b are added and merged. The implementation is shown in

Fig. 10.

Similarly, for networks with more than 50 layers, the

corresponding improvements in this article are shown in

Fig. 11.

3.2 Size of the feature map

To ensure that the size of the stacked feature map after area

convolution is the same as that of the original feature map,

0 is used to complement the feature map. There are several

different situations for different size feature maps and step-

Fig. 6 ADD-ResNet-18 I, where StratA, StratB, StratC and StratD are

the starting positions of the 1 � 1 convolution kernel, as shown in

Fig. 12

Fig. 7 The residual structure of the ResNet network with more than

50 layers, among which StratA, StratB, StratC and StratD are the

starting positions of the 1 � 1 filters, as shown in Fig. 12

Fig. 8 ADD-ResNet-18 II, where StratA, StratB, StratC and StratD

are the starting positions of the 3 � 3 convolution kernel, as shown in

Fig. 12
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size filters. For the feature map with size M � H, when the

horizontal step size is S and the vertical step size is T, the 0

to be supplemented is the Pr row and the Pc column,

where:

Pr ¼ S�M=S ð7Þ

Pc ¼ T � H=T ð8Þ

The core idea is to make up the deficiency with 0, as adding

0 will not result in new noise. If we use a 1 � 1 size filter

with a step size of 2 as an example, there will be two

situations:

(1) When the length and width of the original feature

map are even numbers, as shown in Fig. 12, it can be

directly stacked and added for fusion without

additional operations.

(2) When the original feature map has an odd length and

width, as shown in Fig. 13, this paper proposes to add

0 at the end when the length or width is insufficient

so that the size of the feature map after convolution

of the four-part 1 � 1 size filters is the same.

The parameters and calculations of the network are

important for evaluating the performance of the network,

and the calculation of the CNN is mainly reflected in the

convolution operation. Here, two-dimensional convolution

is used as an example.

Fig. 11 Figure 11 ResNet network has more than 50 layers of residual

structure, among which StratA, StratB, StratC and StratD are the

starting positions of the convolution kernel, as shown in Fig. 12

Fig. 13 When the feature map pixel length and width are odd

numbers, use 0 to fill the original feature map to an even number. For

stride = 2, 1 � 1 convolution kernel, the starting position is still A, B,

C and D

Fig. 12 When the pixel length and width of the feature map are even

numbers, for strides=2, 1 � 1 convolution kernel, the starting positions

are A, B, C and D, respectively

Fig. 9 The residual structure of the ResNet network with more than

50 layers, among which StratA, StratB, StratC and StratD are the

starting positions of the 3 � 3 filters, as shown in Fig. 12

Fig. 10 ADD-ResNet-18 III, where StratA, StratB, StratC and StratD

are the starting positions of the convolution kernel, as shown in

Fig. 12
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Pðm; nÞ ¼ f ð
X

m¼0

X

n¼0

wði; jÞxðmþ i; nþ jÞ þ bwÞ ð9Þ

where pðm; nÞ is the element in the m� th row and nth

column of the output feature map; f represents the activa-

tion function; xðm; nÞ is the element in the i� th row and

j� th column of the input feature map; wði; jÞ represents

the weight in the first column of the i� th row, and bw is

the bias term. We assume that the input channel is M, the

feature map output channel is N, the convolution kernel is

k � k, the bias is not used, and the number of parameters Pa

is:

Pa ¼ k � k �M � N ð10Þ

The number of parameters of the network optimized in this

article and the original ResNet-18. Here, only the opti-

mized residual module is calculated as follows:

ResNet � 18 :

Pa0¼3 � 3 �M1 � N1þ3 � 3 �M2 � N2þ1 � 1 �Ms � Ns

ð11Þ

ADD � ResNet � 18 I :

Pa1¼3�3�M1�N1þ3�3�M2�N2þ1�1�ððMs�AÞ=4þ

ðMs�BÞ=4þðMs�CÞ=4þðMs�DÞ=4Þ�Ns

ð12Þ

ADD � ResNet � 18 II :

Pa2¼3�3�ððM1�AÞ=4þðM1�BÞ=4þðM1�CÞ=4þ

ðM1�DÞ=4Þ�N1þ3�3�M2�N2þ1�1�Ms�Ns

ð13Þ

ADD � ResNet � 18 III :

Pa3¼3�3�ððM1�AÞ=4 þ ðM1�BÞ=4þðM1�CÞ=4þ

ðM1�DÞ=4Þ�N1þ3�3�M2�N2þ1�1�Ms�Nsþ 1�

1 � ððMs�AÞ=4 þðMs�BÞ=4 þðMs�CÞ=4þ

ðMs�DÞ=4Þ�Ns

ð14Þ

where Mi and Ni represent the input channels and output

channels of the i� th layer of the residual module,

respectively, Ms and Ns are the input and output channels

of the short-circuit layer, Mi�K and Ni�K are the dif-

ferent positions of the input channel and the output chan-

nel, as shown in Fig. 12. ðMi�KÞ=4 indicates that the

number of channels in different positions is set to 1/4 of the

unimproved ResNet. The required calculation FLOPs of

the optimized network and original ResNet-18 are as

follows:

FLOPs ¼ number of parameters � ðH �WÞ ð15Þ

where H �W represents the size of the output feature map,

here H ¼ W , and the value is Equation 6:

FLOPs ¼ Pai � ðW �WÞ ð16Þ

The ADD-ResNet-18 III algorithm is described as algo-

rithm 1, where XA;XB;XC and XD represent the convolu-

tion positions, respectively, as shown in Fig. 12.

When scheme 1 proposed in this paper is used in the

residual block, the number of filters used in different

regions is reduced. So the total number of filters does not

change, and the number of parameters and calculation

excess does not change. As Scheme 2 is used in the residual

block, the number of parameters increases slightly. Since

the convolution layer with a step size of 2 does not reduce

the number of filters for different regions of the feature
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map in this paper. In addition, there are only a few modules

linked by residuals in the whole network, and thus, the

increased calculational complexity over all calculation

amount is very limited on one iteration process. In

Scheme 3, the number of parameters and the amount of

calculation are the same with that of Scheme 2, as the

short-circuit layer is the same as in Scheme 1.

4 Results and discussion

The following is the evaluation of the three improvement

schemes proposed in this paper. The original network

ResNet-18 and the three improved networks were all tested

on the CIFAR10 [40] dataset. After using data enhance-

ment for CIFAR10, we set the network batch size to 128

and used 3 � 3 filters with a step size of 1 to replace the

7 � 7 filters and pooling layer of the input layer. In order to

increase the training speed, 32 initial initialization filters

are used, which is half less than the traditional ResNet.

Although this will reduce the accuracy of some networks,

this article wants to show the improvement of network

performance after aggregated decentralized down-sam-

pling. The final fully connected layer uses L1 regulariza-

tion and performs 300 rounds of training on the data set

CIFAR10. As the number of training epochs increased, the

accuracy of the validation set stabilized gradually.

We use accuracy (Acc) to describe the performance of

the network; the calculation method is as follows:

Acc ¼ Correct validation data

All validation data
� 100% ð17Þ

The final result is activated by the softmax function and

output with L2 regularization, and the loss function uses

the cross-entropy loss function:

softmax: SðxiÞ ¼
exiPm
j¼1 e

xj
ð18Þ

where xi is the output of the i-th category in the previous

layer, m is the total number of categories, exi is the output

value of the i-th neuron, and exiPm

i¼1
exi

is the probability value

of the output of the i-th neuron.

L2: XðwÞ ¼kwk2
2 ¼

X

i

w2
i ð19Þ

crossentropy loss ¼� 1

k

Xk

i¼1

pilogðqiÞ ð20Þ

From the above, the total loss function has been calculated

as:

all loss ¼ � 1

k

Xk

i¼1

pilogðqiÞ þ kRðwÞ ð21Þ

where qi ¼ SðxiÞ ¼ exiPm

i¼1
exi

,RðwÞ ¼ XðwÞ, k is the config-

uration coefficient, and k is the number of samples.

The average value of the training data in the last 30

epochs was taken to reduce the error. After multiple

trainings, the average value was taken as the final result, as

shown in Table 1.

Table 1 shows that compared with the original unim-

proved ResNet-18 network, the performance of the three

schemes gradually improved. Compared with the unim-

proved ResNet-18, the accuracy of the improved ADD-

ResNet-18 I verification set increased by 0.43%. The

improved network extracted the information lost by the

unimproved network in the short-circuit layer (Path-b) and

reduced the loss from 0.73 to 0.69. In the forward propa-

gation down-sampling block (Path-a), the performance of

the distributed down-sampling network ResNet-18 II pro-

posed in this paper was further improved. The accuracy of

the validation set increased by 1.87% compared with the

original ResNet-18, and the loss value was also further

reduced. This is because, at this time, scattered down-

sampling extracts more interrelated information between

pixels, which reflects the importance of various features of

the picture; therefore, the improvement is greater. To make

the effect clearer, we made a histogram, which is shown in

Figs. 14, 15.

Fig. 14 Performance comparison of average ACC of varying

networks on CIFAR10

Table 1 The performance comparison of four kinds of networks on

CIFAR10

Networks Average Acc (%) Average loss

ResNet18 81.59 0.7227

ADD � ResNet � 18 I 82.02 0.6947

ADD � ResNet � 18 II 83.46 0.6775

ADD � ResNet � 18 III 84.16 0.6448

Neural Computing and Applications (2023) 35:14653–14665 14661

123



Taking into account the characteristics of ResNet, the

previous information can be forwarded through the short-

circuit module. Therefore, a third solution was proposed to

make the improved network ResNet-18 III continue to

improve the effect. Compared with the unimproved

ResNet-18, the validation set accuracy increased by 2.57%,

which is 0.7% higher than that of ResNet18 II, and the loss

was reduced to 0.6448. Based on ResNet-18 II, ResNet-18

III receives more comprehensive information from the

short-circuit module so that the final characteristic infor-

mation is further strengthened and the effect is better. The

loss value also reflects the improvement in the performance

of the optimized network in this paper.

Considering that medical diseases are sometimes not

only classified as benign and malignant but also into many

types and periods, there may be more classification

requirements. Therefore, we also conducted experiments

on the data set CIFAR100 [40], which contains 100 dif-

ferent categories. The results are shown in Table 2 below.

It can be seen from Table 2 that the effects of the three

improved schemes proposed in this paper are better than

these without improvement. Among the three improvement

schemes, the third one shows the most improvement

(2.60%), and its loss value is also the smallest, as shown in

Fig. 17. To visualize the accuracy of the validation set, we

constructed a bar chart, which is shown in Fig. 16.

The line chart of each network loss value is shown in

Fig. 17.

In addition, we further introduced an improved network

(ResNet D) in [41]. We used the aggregation decentralized

down-sampling proposed in this paper on this improved

network to further improve its performance. The results are

shown in Tables 3 and 4 below.

Fig. 15 Performance comparison of average loss of various networks

on CIFAR10

Fig. 16 Performance comparison of average ACC of various

networks on CIFAR100

Fig. 17 Performance comparison of average loss of various networks

on CIFAR100

Table 3 The performance of the ResNet D and ADD-ResNet D

networks was compared on the CIFAR10 data sets

Networks Average Acc (%) Average loss

Resnet � 18 D 81.90 0.7301

ADD � ResNet � 18 D 83.06 0.7168

Resnet � 34 D 84.52 0.6458

ADD � Resnet � 34 D 85.31 0.6257

Table 4 The performance of the ResNet D and ADD-ResNet D

networks was compared on the CIFAR100 data sets

Networks Average Acc (%) Average loss

Resnet � 18 D 60.82 2.1416

ADD � ResNet � 18 D 62.70 2.0533

Resnet � 34 D 62.56 2.0708

ADD � Resnet � 34 D 63.63 2.0055
Table 2 Performance comparison of four kinds of networks on

CIFAR100

Networks Average Acc (%) Average loss

ResNet � 18 60.34 2.1494

ADD � ResNet � 18 I 60.77 2.1070

ADD � ResNet � 18 II 61.88 2.0885

ADD � ResNet � 18 III 62.94 2.0056
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The ResNet D uses a 2 � 2 size pooling layer of

strides ¼ 2 to replace the 1 � 1 size convolution layer of

path-b, which improves the performance of the network.

However, it does not operate on path-a, so on the basis of

ResNet D, we can further use aggregation decentralized

down-sampling on path-a of ResNet D, named Add-ResNet

D. We tested the 18-layer and 34-layer networks on

CIFAR10 and CIFAR100, respectively, and the results are

shown in Table 3. It can be seen that Add-ResNet D further

improves the effect of ResNet D, and its histogram is

shown in Fig. 18 below.

Finally, we conducted experiments on the medical

image data set Ocular Disease Intelligent Recognition

(ODIR-2019) [42]. In ophthalmology, there are almost no

symptoms of ocular disease in the early stages. Fundus

screening is a cost-effective method for early detection of

ocular diseases and prevention of visual impairment caused

by other diseases. The dataset contains color photographs

of the left and right fundi of 5000 patients, divided into

eight labels. However, due to the large number of patients

suffering from two or more eye diseases, there is a large

number of images corresponding to two or more labels, and

the direct use of classification 8 is of little significance.

This experiment will focus on cataract, an eye disease, by

first selecting all the pictures labeled as ‘‘cataract’’ in the

data set and then randomly selecting a certain number of

pictures from the remaining seven labels to form the data

set. The experimental results are shown in Table 5.

As can be seen from Table 5, the recognition accuracy

of the three schemes proposed in this paper is still higher

than that of the unimproved ResNet network with the

medical image data set, but the three proposed schemes

have their own advantages with different data sets. The

histogram is shown in Fig. 19, and the line chart of the loss

value of each network on the ODIR data set is shown in

Fig. 20.

In general, compared with the original ResNet-18, the

three improved schemes achieved the same level of accu-

racy several epochs earlier. From ResNet-18 I to ResNet-

18 III, the overall accuracy of the verification set fluctuates

gradually. The loss of the verification set gradually declines

more rapidly, and finally, ResNet-18 III has the highest

accuracy and the smallest loss. For ADD-ResNet II and

ADD-ResNet III, using the method proposed in this article

in the down-sampling layer does not reduce the filters

while increasing the sampling area, so there will be a slight

increase in the amount of calculation, and ResNet itself has

only a small number of down-sampling layers. Therefore,

the actual experiment running time barely changes.

5 Conclusion and future works

This paper uses ResNet as an example to illustrate the loss

of image feature information caused by the use of a step

size greater than 1 in CNNs to reduce the feature map.

Each pixel in the image does not exist independently. They

all contain information about their relationship with the

Fig. 18 The results of 18-layer and 34-layer ResNet D and Add-

ResNet D on CIFAR10 and CIFAR100, respectively

Fig. 19 Performance comparison of average ACC of various

networks on ODIR

Fig. 20 Performance comparison of average loss of various networks

on ODIR

Table 5 The performance of the ResNet D and ADD-ResNet D

networks compared on the CIFAR100 data sets

Networks Average Acc (%) Average loss

Resnet � 18 91.96 0.2896

ADD � ResNet � 18 I 93.86 0.2321

ADD � ResNet � 18 II 93.34 0.2472

ADD � ResNet � 18 III 94.32 0.2163
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surrounding pixels, which is important. If the information

is skipped directly, the network will lose an increasing

amount of information as the number of layers increases.

Xie et al. [43] used dozens of similar filters to extract

features from the same graph in order to extract more

information. In this paper, we propose to reuse these

skipped areas because of the large step size and transform

them into the depth dimension of the feature map, which

can improve the feature extraction and reduce the feature

map at the same time. In addition, although the method in

this paper increases the area of down-sampling, the number

of filters used in different regions is reduced, so the total

number of convolutions can be guaranteed to be the same,

and thus, no additional calculation is required. This can

have an important impact in medical image classification.

This article only uses ResNet as an example to show the

impact of the method proposed in this article on model

performance. The proposed method can be applied to all

networks that use down-sampling. In the future, we will

also evaluate our method using high-resolution medical

images and attempt to maintain classification accuracy with

medical images while rapidly shrinking the feature map.
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