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Abstract
The accurate prediction of cardiovascular disease is an essential and challenging task to treat a patient efficiently before

occurring a heart attack. In recent times, various intelligent healthcare frameworks have been designed with different

machine learning and swarm optimization techniques for cardiovascular disease prediction. However, most of the existing

strategies failed to achieve higher accuracy for cardiovascular disease prediction due to the lack of data-recognized

techniques and proper prediction methodology. Motivated by the existing challenges, in this paper, we propose an

intelligent healthcare framework for predicting cardiovascular heart disease based on Swarm-Artificial Neural Network

(Swarm-ANN) strategy. Initially, the proposed Swarm-ANN strategy randomly generates predefined numbers of Neural

Networks (NNs) for training and evaluating the framework based on their solution consistency. Additionally, the NN

populations are trained by two stages of weight changes and their weight is adjusted by a newly designed heuristic

formulation. Finally, the weight of the neurons is modified by sharing the global best weight with other neurons and

predicts the accuracy of cardiovascular disease. The proposed Swarm-ANN strategy achieves 95.78% accuracy while

predicting the cardiovascular disease of the patients from a benchmark dataset. The simulation results exhibit that the

proposed Swarm-ANN strategy outperforms the standard learning techniques in terms of various performance matrices.

Keywords Artificial neural network � Heuristic formulation � Swarm optimization � Back-propagation � Classification
model � Heart disease prediction

1 Introduction

In recent times, cardiovascular/heart disease is one of the

major causes of mortality worldwide. The World Health

Organization (WHO) has observed that more than 18

million deaths occur per year in the world due to cardio-

vascular disease [1]. In developing countries and rural

areas, this situation gets worse due to the lack of infras-

tructure and efficient healthcare administrators. Nowadays,
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one of the main reasons for death is due to heart disease

which includes heart attack, hypertension, and stroke. In

such a situation, early diagnosis of cardiac diseases can

help to take immediate action with proper treatment and

preventing death [2, 3]. Besides that, cardiovascular dis-

ease affects the other parts of the human body such as

blood vessels, which makes a patient weaker, especially

aged people. Furthermore, more than 1 billion dollars are

spent by the Government of the United States of America

on heart disease treatments [4]. Considering the increasing

number of cardiovascular/heart disease patients worldwide

due to the abnormality of health parameters, it is a chal-

lenging task to monitor patients’ health status remotely and

advise to stay at home isolation for patients with fewer

chronic health problems. As a result, early prediction of

heart disease before occurring a stroke or heart attack based

on the monitoring dataset remotely is another challenging

task in the healthcare domain.

Cardiovascular disease can be identified by using

wearable sensors (such as ECG or heart sound sensors) or

conducting medical tests in the hospital [5, 6]. Besides that,

the advancements in communication and sensor technolo-

gies have enabled wearable devices to generate an enor-

mous amount of data by monitoring various heart patients

remotely [7, 8]. Thus, extracting valuable risk factors for

heart disease and accurately diagnosing from such moni-

toring data is a difficult task. To tackle such a scenario, and

analysis the heart disease with the monitoring data, various

machine learning and swarm optimization techniques have

been used to investigate the effectiveness of the healthcare

framework [9, 10]. Thus, the main research questions that

come out for cardiovascular/heart disease prediction are:

(1) how to extract the features from the monitoring data

and handle different volumes, velocities, and varieties of

healthcare data efficiently? (2) Which type of machine

learning or optimization technique is useful to handle a

large amount of healthcare data and diagnose cardiovas-

cular/heart disease inside a patient body efficiently? Thus,

there is a need to design an intelligent healthcare frame-

work using machine learning or optimization technique for

handling a large volume of monitoring healthcare data and

diagnose the heart disease efficiently with higher accuracy.

1.1 Motivation

Due to the outbreak and increasing number of deaths due to

heart disease, the prediction, and diagnosis of cardiovas-

cular/heart disease is one of the challenging tasks in the

healthcare domain [11, 12]. In recent times, various models

have been developed to predict and analyze heart disease

with the monitoring dataset. However, from the literature

review, it is observed that most of the existing models used

for heart disease diagnosis are based on various data

mining and machine learning techniques. Further, most of

the monitoring data are not analyzed properly due to the

lack of data-recognized techniques and proper prediction

methodologies. As a result, due to the lack of theoretical

support and selection of the suitable classification model,

the existing models fail to achieve higher accuracy of heart

disease prediction while minimizing the error rate. In such

a scenario, Artificial Neural Networks (ANN) play a vital

role by predicting heart disease efficiently from the large

healthcare dataset of heart diseases. The main advantages

of the ANN techniques are: (a) ANNs can learn by them-

selves and produce the results without depending on the

input data and (b) ANN can perform multiple tasks in

parallel without affecting the system performance. By

motivating from the above-mentioned challenges and

advantages of the ANN technique, we develop a new

intelligent healthcare framework based on the Swarm-Ar-

tificial Neural Network (Swarm-ANN) technique for

increasing the accuracy of the cardiovascular/heart disease

prediction.

1.2 Contributions

The main aim of this strategy is to diagnosis the cardio-

vascular disease of a patient based on the existing param-

eters of a high-dimensional healthcare dataset of heart

disease. In the initial phase, the proposed Swarm-ANN

strategy randomly generates predefined numbers of Neural

Networks (NNs) for training and evaluating the framework

based on their solution consistency. In the next step, the

NN populations are trained by two stages of weight

changes, and the winner is decided based on the similarities

between the winner and the predefined threshold value. The

weight and bias of the winner neuron in the NN-popula-

tions are separated from other neurons, and their weight is

adjusted by a newly designed heuristic formulation.

Finally, the weight of the neurons is modified by sharing

the global best weight with other neurons and predicts the

accuracy of cardiovascular disease. The main contributions

of this strategy are described as follows.

• We design a Swarm-ANN strategy for reliable predic-

tion of heart disease using a healthcare dataset. Further,

we implement the 3-layers ANN for training the dataset

in parallel for predicting the heart attack of the patients.

• We implement a Swarm-ANN strategy based on a two-

phase weight modification strategy with a modified

stochastic weight technique for quick convergence and

increases the accuracy of the heart disease prediction.

• The proposed Swarm-ANN strategy is evaluated with a

benchmark healthcare dataset over various standard

learning models. The simulation results demonstrate

that the proposed Swarm-ANN strategy outperforms
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existing models and achieves 95.78% accuracy with an

equal rate of error 4.32% while training the healthcare

dataset.

The remaining sections of the paper are organized as

follows: Sect. 2 introduces various existing healthcare

strategies and their contributions for heart disease predic-

tion using standard machine learning and swarm opti-

mization techniques. The proposed Swarm-ANN strategy

has been discussed with a flowchart in Sect. 3. The over-

view of the benchmark dataset of heart disease and

experimental evaluations of the Swarm-ANN strategy over

the existing learning models have been elaborated in

Sect. 4. Finally, Sect. 5 concludes the work.

2 Related studies

Nowadays, heart disease is one of the major causes of

mortality across the globe. Therefore, accurate and early

diagnosis of patients with heart disease is necessary to save

human lives. To mitigate these issues, several clinical

decision support systems using different machine learning

models have been introduced to identify various symptoms

of heart disease patients and take timely action. Authors in

[13] have evaluated various classification models to

enhance the prediction accuracy of heart disease by using

dimensionality reduction and feature selection techniques.

This study revealed that the combination of Chi-square and

random forest techniques can improve the accuracy among

all other classification models. In [10], an ensemble deep

learning model has been designed to improve the accuracy

of heart disease prediction. The most relevant features are

extracted from two different data sources to generate the

most significant set of features for evaluating the classifi-

cation model. However, this study suggested that the large

volume of healthcare records will further require a novel

feature reduction strategy to remove the irrelevant features

from the dataset.

Several attributes for chronic heart disease prediction

are considered in [14], in which authors comparatively

studied that the standard machine learning classification

techniques and image fusion method used for diagnosing

the heart disease. To identify and classify healthy people

from chronic heart disease patients, authors in [15] devel-

oped a machine learning-based diagnosis system. Addi-

tionally, the performance of all machine learning classifiers

is evaluated with the full features set while reducing the

number of features set. Authors in [16] have introduced a

hybrid machine learning approach to improve the predic-

tion accuracy of heart disease patients. This study validated

the classification models with different combinations of

features to increase the performance of heart disease

prediction. An efficient machine learning-based heart

diagnosis system has been developed in [17]. In this study,

the authors suggested that the irrelevant combination of

features are mainly reduced the prediction accuracy and

increased the computation time. To accurately monitor and

detect the heart conditions of the patients, an adaptive

neuro-fuzzy technique and a modified salp swarm opti-

mization algorithm have been introduced in [18]. The

proposed model achieved better performance results with

the highest fitness values for all iterations. However, the

prediction accuracy of the models has still required better

feature selection and optimization techniques.

In [19], a heart disease prediction model has been

designed to improve the prediction accuracy by minimizing

the outlier data and unbalanced training dataset. Authors in

[9], an automatic classification model has been designed

with a machine learning technique based on the patient

heart sounds to diagnose cardiac disorders. This study

mainly used strategic processing to extract the most

prominent features for evaluating machine learning mod-

els. Furthermore, authors in [20, 21] have been considered

a hybrid machine learning approach to predict the heart

conditions of the patients. In [22], a hybrid swarm opti-

mization algorithm along with a machine learning tech-

nique is used for diagnosing the heart disease of the

patients. The proposed model used a Fisher feature selec-

tion algorithm to select more discriminative feature

subsets.

For better heart disease risk prediction, authors in [23]

have introduced an advanced feature selection technique,

where the most significant features are employed for

evaluating the neural network models. The experimental

results represent the significance of the proposed technique

over the existing classification models. In [24], authors

have developed an ANNs-enabled technique to design an

accurate decision support system for heart disease diag-

nosis at an early stage. The feature selection technique is

widely used to pre-processing the dataset before training

the classification models. To improve the selection of an

optimal set of significant features, a modified differential

evolution (DE) algorithm has been proposed in [25] to

effectively select the most critical features for cardiovas-

cular disease prediction. The proposed hybrid model has

been evaluated with the selected critical features and

achieved better accuracy.

The aforementioned models suffer from the lack of

intelligent learning strategy and optimization techniques

that causes minimum prediction accuracy of heart disease.

As a result, the existing models require further investiga-

tions to address the issues and enhance the prediction

accuracy of the machine learning models. Besides that, the

above-mentioned issues are highly motivated to introduce

an intelligent healthcare model that needs to be designed
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for handling a large set of monitoring data by executing

multiple tasks in parallel without affecting the system

performance and prediction accuracy. By motivating the

advantages of the ANN and swarm optimization tech-

niques, in this paper, we have designed a new intelligent

healthcare framework based on the Swarm-ANN technique

for cardiovascular disease prediction with higher accuracy

and minimum error.

3 Proposed Swarm-ANN strategy

The goal of the proposed Swarm-ANN Strategy is to pre-

sent an ANN-based model that takes all the healthcare data

of heart disease, observed as input, and offers a reliable

prediction of heart disease. The implementation of NNs

based on the prefixed population size is carried out by

generating a random weight for each NN configuration.

The swarm-ANN method is split into three stages based on

data processing. In the first step, the algorithm is used to

construct an ANN according to the population size. The

proposed strategy produces the three-layer feedforward

ANN in each of their iterations and randomly initiates their

weight. The randomly generated ANN or swarm is now fed

with a single pattern and each swarm-ANN, which is

modified by a back-propagation strategy for the first step of

weight adjustment, which has been done in the second

phase. Next, the swarm changes the weight through a

stochastic weight adjustment algorithm, developed in the

third process. Finally, the population ANN winner is

determined based on the success assessment function. The

exchange of acquired weight and bias of winner neuron is

further performed with other neurons in the population

based on a stochastic function. Each of these activities is

described in detail in the following sub-sections. The

important notations of the paper are highlighted in Table 1.

3.1 Parallel implementation of ANN model

The NNs in the population are generated according to the

predefined population size. The structure of each NN is

generated by a three-layer feedforward structure of the NN,

depicted in Fig. 1. For this work, the size of the neuron

layer for the heart attack prediction is set to three-layer NN.

In the proposed Swarm-ANN strategy, the parallel

implementation of the neural network is divided into two

phases. In the first phase, the weight and bias are initiated

and adjusted as necessary. In such a scenario, each neural

network’s weights and bias are determined to initiate every

neural network as a thread. Parallel processing is carried

out for each thread or swarm. Further, in this step, the

swarms attempt to perform the number of iterations over

the patterns. In the second step, the weight of each Swarm-

ANN is determined, and the outcome of this iteration is

measured for each neural network in the populations. The

weight and bias of each neural network are calculated by

first considering the mean of each pattern in the dataset,

which is calculated as follows.

Plm ¼
Pr

n¼1 Ar

R

� �

ð1Þ

Here, Pl is the mean of the mth pattern, Ar is the attri-

butes in the pattern, and dataset D = (P1, P2, …, Pm),

where the problem is represented as follows.

argmax Plm

� �
) Qm ð2Þ

Further, a rand function is introduced to generate a

random number for representing bg, where bg has main-

tained the following properties while producing the result.

Property 1: bg = 0 and 0\ bg\Qm.

Property 2: Qm = bg.

Thus, the weight and bias for every neural network in

the population are calculated as follows.

WE ¼
Xn

l¼1

rand 0; bg
� �

 !

ð3Þ

BI ¼
Xn

l¼1

rand 0; bg
� �

 !

ð4Þ

where WE and BI represent the weight and bias array,

respectively, which hold the matrix weight and bias of

every neural network in the Swarm-ANN population. The

rand function generates the value between 0 and bg.

3.2 Two-phase weight-bias modification

The training process is accomplished by updating the

weight in two phases. In the first phase, the neural weight

of the network is processed through a back-propagation

algorithm for one time. The weight update by the back-

propagation learning algorithm is stored for each NN in the

population, which then undergoes stochastic weight

adjustment based on winning neurons or swarms, is eval-

uated in the second step.

The method of this learning is presented in Fig. 2.

According to Fig. 2, after the population has been formed,

each neuron is processed for weight modification by re-

propagating the error. After the completion of the first

phase of weight modification, the second phase of weight

modification is done based on a stochastic equation, where

information on the weight of the best neuron is shared with

the other in the neuron population. At the end of this

process, the selection of the best neurons or swarms is

justified based on the performance assessment criteria. The
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back-propagation of error and the weight modification is

performed over the three-layer NN structure (shown in

Fig. 1) for the heart dataset.

The algorithmic process of the weight and bias modifi-

cation is divided into five phases, which are discussed as

follows.

Phase 1: In the first phase, the actual output of the

NNs in the Swarm-ANN population is calculated.

In this process, the output of the ith neural network is

calculated as follows.

Ai ¼ f Netlð Þ ¼ f
Xn

l¼1

WEn � PAT
k þ BIn ð5Þ

where Ai is the actual output of the ith neuron, f represents

the activation function, N is the net calculation and PAK

represents the kth pattern. WEn and BIn represent the nth

weight and bias matrix, respectively. Hence, the actual

output of the Swarm-ANN is expressed as follows.

AOpop ¼
Yy

m¼1

Aið Þm¼
Yy

m¼1

f Netlð Þð Þm ð5:1Þ

where AOpop is the population of the Swarm-ANN, and

m = (1, 2, 3, …, y) is the predefined size of the neural

network population. y represents as a constant, and it is

considered as a parameter in the Swarm-ANN. Hence, the

updated form of Eq. (5.1) using Eq. (5) is derived as

follows.

AOpop ¼
Yy

m¼1

f
Xn

l¼1

WEn � PAT
k þ BIn

 !

l

 !

m

ð5:2Þ

Table 1 Important notations

Notation Definition

Q
Parallel light-weight process

Ar Rth attributes of a pattern Pm

WE and WEpop Weight of neuron and weight array of neural population

BI and BIpop The bias of neuron and Bias array of neural population

AO and AOpop The actual output of the neural network and actual output array of the neural population

PA Pattern in dataset

a Learning rate

f Transfer function

SE Sensitivity of a single neural network in the population

rand A function name that creates a random number in the given range

EK The error of kth neural network in the population

Epop An array that holds the error of neural network population

Net The neural network net calculation

SSEpop An array of the sum of squared error value and stores SSE of every neural network in the populations

Fig. 1. 3-Layer feedforward NN

used in Swarm-ANN
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Phase 2: In the second phase, the error for each

pattern (generated by the NNs of the population) is

calculated.

The calculation of the error is performed for each 3-

layer neural network in the Swam-ANN population. The

kth pattern error is denoted as Ek, which is formulated as

follows.

Ek ¼ Tk � Akð Þ ð6Þ

where TK represents the kth target and Ak is the actual

output for the kth pattern. Thus, the error Ek is calculated

for the swarm-ANN population for the pattern PAk and it is

represented as Epop and defined as follows.

Epop ¼
Yy

m¼1

EKð Þm ð7Þ

Fig. 2. 2-phase weight and bias learning process
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where Epop is the array that holds the error for each pattern,

generated by the swarm-ANN population.

Phase 3: At the end of each iteration, the error is

back-propagated for each mth neural network in the

swarm-ANN population and then weight and bias

modification is performed in this phase.

The error is back-propagated and the error of the nth

layer is calculated from the (n ? 1)th layers. The calcu-

lation of the error for a layer of the three-layer neural

network is calculated as SEn, which is defined as follows.

SEn ¼
d fn Netnþ1ð Þð Þ

dNetn
ð8Þ

where Netn is nth layer net calculation. The weight and bias

of the three-layer neural network are defined as follows

WEnþ1 ¼ WEn � aSEnð Þ � AOi�1
� �T ð9Þ

BInþ1 ¼ BIn � aSEnð Þ ð10Þ

The weight and bias of all the layers of each neural

network are modified based on Eqs. (9) and (10), respec-

tively, which are derived as follows.

WEpop ¼
Yy

m¼1

WEm ¼
Yy

m¼1

WEn � aSEnð Þ � AOi�1
� �T

� �

m

ð11Þ

BIpop ¼
Yy

m¼1

BIm ¼
Yy

m¼1

BIn � aSEnð Þð Þm ð12Þ

where WEpop and BIpop are the arrays that consist of the

weight and bias of the neural network population.

Phase 4: In this phase, the best neuron, BNt of tth

iterations mapped from the Swam-ANN population

based on the mapping function Ddis.

In the process, the best neural network is selected based

on the calculation of the sum of squared error (SSE).

Hence, the SSE is evaluated for the population, represented

as SSEpop. Thus, the SSEpop is derived from the SSE for-

mula, which is derived as follows.

SSEpop ¼
Yy

m¼1

Xn

l¼1

En � ET
n

 !

m

ð13Þ

The SSEpop consists of the error produced by each

neural network but the output of the error must close to

zero, which is denoted as h, where 0 B h\ 1. Hence, to

measure the difference with h, dsse
m is calculated as

follows.

dmsse ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

h� SSEið Þ2
q		
	
	

	
	
	
	 ð14Þ

Now, the dsse
m is calculated for NNs of the population

(DSSE), which is derived as follows.

DSSE ¼ d1sse; d
2
sse; d

3
sse; . . .; d

m
sse

� �
¼
Yy

m¼1

dmsse ð15Þ

Hence, the selection of the best neural network is

derived based on the following logic.

BNt ¼fRnull if DSSE [u

Rind if 0�DSSE\u

g

Now, based on the above logic, the following rule is

applied to decide the weight and bias of the tth best neuron

BNt.
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As per the above-mentioned logic, if the Rnull is found

then the continuation of the previous best neuron is per-

formed for the current iteration, otherwise, the weight and

bias of the best neuron, WEbest, and BIbest are selected from

the WEpop and BIpop array based on index information,

stored in Rind.

Phase 5: In the final phase, the modified weight and

bias (calculated in the second phase) are evaluated

through a stochastic equation. This step is adapted to

recover the process from the local minimum.

Here, the weight and bias of the best neural network are

represented as WEbest and Bibest. Now, the difference of

weight and bias matrix in between the best neuron over

Fig. 3 Flowchart of the proposed Swam-ANN based prediction strategy
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other neurons in the populations of the neural network is

calculated as follows.

ndis�weight ¼ ndis BNl
Weight;WEl

m

� �

¼
Yy

m¼1ð Þ

Xn

l¼1

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

WEl
best �WEl

m

� �2
q� � !

m

ð16Þ

where represents the lth layer weight matrix of the best

neuron BNt and is the lth layer weight matrix of the mth

neural network. Similarly,

ndis�bias ¼ ndis BNl
bias;BI

l
m

� �

¼
Yy

m¼1ð Þ

Xn

l¼1

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

BIlbest � BIlm
� �2

q� � !

m

ð17Þ

where is the lth layer bias matrix of the best neuron BNt

and represents the lth layer weight matrix of the mth neural

network. Finally, the weight and bias are modified based on

the following equations.

DWEl
m ¼

Yn

l¼1

WEl�1
m þ bndis�weight ð18Þ

DBIlm ¼
Yn

l¼1

BIl�1
m þ bndis�bias ð19Þ

where the and is represents the modified weight and bias

matrix, respectively and b is the constant, where

b 2 rand 0; 1ð Þ.

The first part of Eqs. (18) and (19) represents the old lth

layer weight and bias matrix of the current neural network

in the Swarm-ANN population, as defined in Eqs. (9) and

(10), respectively. The second part of the matrix is intro-

duced to reduce the distance between the best and current

neuron and a constant value b is applied to handle the

differences between the two matrices. The algorithms are

again continued from Phase 1 if the accuracy threshold is

not reached. If the pre-defined accuracy threshold is mat-

ched, then the Swarm-ANN is ready for testing and pre-

senting the result for disease prediction. The proposed

Swarm-ANN strategy is explained through a flowchart and

is presented in Fig. 3.

4 Results and discussion

The Swarm-ANN-based intelligent strategy for heart dis-

ease prediction is analyzed based on its performance over

the heart dataset. The dataset is downloaded from the

University of California, Irvine (UCI) machine learning

repository [26]. The dataset consists of a total of 76 fea-

tures, but the proposed method is tested with 14 important

features for heart attack prediction. The details of the

features of the dataset are given in Table 2. The proposed

method is tested with the standard classification models

including SVM, Naive Bayes classifier, k-neighbors clas-

sifier, decision tree, logistic regression, and random forest

Table 2 Features description of the heart dataset

Feature Name Description of features

A1 Age The age of the person

A2 Sex The Sex of a person and it is 1 for male and 0 indicates Female

A3 CP Pain in the chest is categorized into four types and they are (1) asymptomatic, (2) non-angina pain, (3) atypical angina, and

(4) typical angina

A4 TrestBPS When the patient is admitted to the hospital at that time the blood pressure reading is calculated in mm Hg

A5 Chol The serum cholesterol level in mg/dl of a patient

A6 FBS The blood sugar level and here it is indicated as 1 when the blood sugar level[ 120 mg/dl, Otherwise, it is 0

A7 Restecg This feature regarding the reading of ECG value and here it is 0 if normal, 1 for ST-T wave abnormality and 2 for definite

or probable left ventricular hypertrophy by Estes’ criteria

A8 Thalach This is the maximum heart rate value

A9 Exang During exercise agnosia detected

A10 Oldpeak ST depression caused by exercise compared to rest

A11 Slope The slope of the peak exercise in the ST section is indicated as 1 to indicate the uphill, 2 to indicate the at, 3 to indicate the

downhill

A12 CA Number of main vessels (0–3) colored with uroscopy

A13 Thal The sign of the cardiac status and it is 3 to indicate _ne if it is 6 then there is a permanent issue and 7 is to indicate a

reversible defect

A14 NUM If the value of this 0 then it is indicated no heart disease but if it is within 1 to 4 then there is a possibility of heart disease
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classifier [27, 28]. All the classifiers are fed with the 14

features to analyze the performance.

4.1 Heart disease dataset analysis

In this section, the heart disease dataset is analyzed to

understand its features. In this work, the Swarm-ANN is

applied over the heart-dataset, which consists of 14 fea-

tures. Initially, the dataset is analyzed for understanding the

linear relationship among the 14 features. Thus, the cor-

relation between the features needs to be calculated and is

presented through a heat-map.

The correlation matrix represents the features and ana-

lyzes the relationship. In Fig. 4, the values in the correla-

tion matrix are range between ?1 to -1. If the value in the

matrix is close to one then it decides that the features are

dependent on each other and any one of them can be

selected for the Swarm-ANN. Now, if the value close to a

negative one then they are highly not correlated. In the

above-mentioned correlation matrix, the features are highly

independent, and the value is 1 if the correlation calcula-

tion is self. Now, the values in the correlation matrix lie in

the ranges of 0.4 to 0.6. The A3, A8, A7, and A11 features

of the dataset are highly related to the feature A14, but the

higher value is under 0.5. So, the few features are further

investigated to understand the relationship and it is pre-

sented by comparing the symptoms with positively affected

diseases and normal person.

In Fig. 5, the categorical features are represented, and

the graphs show the significant difference between all these

categories of each feature. Now, apart from this visual

presentation, one threshold value, 0.55 is used for checking

the values in the correlation matrix and if it is found more

than that of the threshold value then it is dropped from the

dataset. In the heart dataset, no such highly correlated

values are found with any combination of symptoms, and

Fig. 4 Correlation matrix for heart dataset features
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Fig. 5 Categorical features of

normal and critical patients of

heart dataset
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hence, features or symptoms are feed into the proposed

method without any modification.

4.2 Performances measurement

The proposed method is tested based on solution quality,

which is analyzed based on accurate calculation. The cal-

culation of accuracy is performed as follows.

Accuracy ¼ TPþ TN

TPþ TNþ FPþ FN
ð20Þ

The precision and recall values are calculated based on

the following equations.

Precision ¼ TP

TPþ FP
ð21Þ

and

Recall ¼ TP

TPþ FN
ð22Þ

where TP = true positive, TN = True negative, FP = False

Positive, and FN = False Negative.

4.3 Empirical analysis on Swam-ANN

The learning rate for the neural population is considered in

the range and the assigning of the values in that range is

performed before the initial phases of simulation. Another

Fig. 6 Prediction performance

of Swarm-ANN over different

learning rate
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most important parameter is the neural population size,

which can be increased or decreased to adjust the perfor-

mance of the prediction. In Fig. 6, the performance of the

algorithm is shown over different learning rate ranges. In

reality, the proposed method is run with different ranges of

learning rates but only three ranges are decided for this

dataset, which are 0.001 to 0.02, 0.02 to 0.06, and 0.06 to

0.125. In Fig. 6, the iterations are limited for presentation,

but it is usually performed over 100 iteration and inde-

pendent tests are performed with different population sizes

by varying the learning rate. In Tables 3 and 4, the details

of training and testing are presented for this empirical

parameter study. It is easy to observe from these tables that

the performance is enhanced by fixing the learning rate

range to 0.02 to 0.06 while fixing the population size to 10.

The detailed parameter settings for the proposed method

are given in Table 5.

4.4 Comparative analysis and discussion

The performance of the algorithm is presented in Fig. 7 and

it is shown for 10 iterations for presentation purpose. The

performance of the proposed method is compared with the

standard classifiers. The other standard methods are SVM,

Naive Bayes classifier, k-neighbors classifier, decision tree,

logistic regression, and random forest classifier. The main

criteria of the performance analysis are the prediction

quality, which is presented in Table 6. The proposed

method accuracy is reported 0.9578, which is better than

the existing classifier models. The proposed method and

other standard algorithms are tested without the extraction

of any feature from the dataset. The proposed Swarm-ANN

strategy performs well due to include two-phase weight

and bias modification procedure.

Equations (18) and (19) represent the second stage

weight and bias modification, which are evaluated after the

back-propagation technique. If the weight bias modifica-

tion in the first stage gets stuck into a local minimum, then

this second stage modification of weight and bias matrix is

recovered. In the second stage, the distance measure part in

that equation also helped the other neuron in the population

to learn the weight and bias of the winner neuron. Thus, in

each iteration, the neurons in the population are initiated

with a new set of weight and bias matrix but these modified

weight and bias matrix also guided by the best weight and

bias matrix of that current iteration. The proposed method

has produced an almost 0.9578 prediction accuracy rate,

which proves the superiority of the swarm-ANN in the

limited simulation environment.

5 Conclusions and future work

In this paper, we have designed an intelligent healthcare

framework for predicting cardiovascular heart disease

based on the Swarm-ANN technique. The main purpose of

this work is to receive a large set of monitored parameters

from heart disease patients and predicts disease using the

proposed Swarm-ANN strategy. In the initial phase, the

proposed Swarm-ANN strategy randomly generates a

predefined set of NNs for training and evaluating the

dataset. In the next phase, the NN populations are trained

by two stages of weight changes, and their weight is

Table 3 Performances of the

proposed method when neural

population size is 10

Learning range Training accuracy Testing accuracy Precision Recall

Range1 (0.001, 0.02) 0.8975 0.9525 0.9478 0.9478

Range2 (0.02, 0.06) 0.9133 0.9935 0.9897 0.9886

Range3 (0.06, 0.125) 1 0.9818 0.9876 0.97987

Table 4 Performances of the

proposed method when neural

population size is 5

Learning range Training accuracy Testing accuracy Precision Recall

Range1 (0.001, 0.02) 0.9055 0.8435 0.8440 0.8478

Range2 (0.02, 0.06) 0.9988 0.9130 0.9521 0.9521

Range3 (0.06, 0.125) 0.996 0.9565 0.9934 0.9978

Table 5 Description of the parameter

Sl. No Parameter name Description

1 ANN structure maintained in the population 3

2 Population size 10

3 Learning rate range 0.06 to 0.125

4 Number of training samples 200

5 Number of testing sample 103
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adjusted by a newly designed heuristic formulation.

Finally, the weight of the neurons is modified by sharing

the global best weight with other neurons and predicts the

accuracy of cardiovascular disease. The accuracy of the

proposed technique is validated by a benchmark heart

disease dataset with fourteen features. The proposed

Swarm-ANN strategy achieves 95.78% accuracy with an

equal rate of error 4.32% while predicting heart disease.

Further, the simulation results exhibit that the proposed

Swarm-ANN strategy outperforms the standard learning

techniques in terms of various performance matrices.

In the future, we will apply various feature fusion and

selection strategies for extracting the important features

from the high-dimension dataset for increasing the accu-

racy of heart disease prediction. Further, to enhance the

applicability of the proposed framework and increase pre-

diction accuracy, we will apply various data mining tech-

niques along with deep learning models for data

preprocessing and heart disease prediction, respectively, in

fog networks [29, 30].
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