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Abstract
In this paper, a new machine learning (ML) technique is proposed that uses the fine-tuned version of support vector

regression for stock forecasting of time series data. Grid search technique is applied over training dataset to select the best

kernel function and to optimize its parameters. The optimized parameters are validated through validation dataset. Thus,

the tuning of this parameters to their optimized value not only increases model’s overall accuracy but also requires less

time and memory. Further, this also minimizes the model from being data overfitted. The proposed method is used to

analysis different performance parameters of stock market like up-to-daily and up-to-monthly return, cumulative monthly

return, its volatility nature and the risk associated with it. Eight different large-sized datasets are chosen from different

domain, and stock is predicted for each case by using the proposed method. A comparison is carried out among the

proposed method and some similar methods of same interest in terms of computed root mean square error and the mean

absolute percentage error. The comparison reveals the proposed method to be more accurate in predicting the stocks for the

chosen datasets. Further, the proposed method requires much less time than its counterpart methods.

Keywords Grid search � Machine learning � Root mean square error � Mean absolute percentage error � Support vector
regression � Volatility

1 Introduction

Stock market prediction is a forecasting method that relies

on technical aspects of the stock price to predict its future

value. The success of such a predictive system mainly

depends on the availability of a huge amount of historical

data so that it can be used in the pursuit of the lucrative

financial markets. The data confined for this type of study

are financial time series data which puts stringent con-

straints on the performance of these models. Furthermore,

the risk associated with such models cannot be overlooked

since risks are implicit due to irregular market trends,

instability, noise, etc. [1]. Thus, the predictive models

inherently obey the efficient market hypothesis (EMH)

which states that the risk-adjusted return cannot consis-

tently be obtained above the profitability of the whole

[1, 2]. EMH assumes that the current stock price can be

determined as a function of stock price history and rational

expectations. Any deviation to this assumption may leave

the stock price to be unpredictable. However, with the

advancement of computational facilities, various ML
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methods were simulated efficiently to form the stock price

predictions with new technologies. The prominent algo-

rithms that have been used by the researchers to predict

stock price include an artificial neural network (ANN) and

its variants, genetic algorithm, support vector machine

(SVM), support vector regression (SVR), etc. The most

common challenges to such predictive models are to deal

with a risk while predicting the stock price with greater

accuracy which in turn minimizes risks for stock market

investors and results in a profitable strategy. The accuracy

of these models attracts more researchers and makes them

motivated to propose new predictive techniques with

greater accuracy.

The proposed study in this paper is an attempt towards

improve the precision of the predictive model in an time

efficient manner by utilizing SVR as an predictive method.

The organization of the paper is as follows: Related work is

explained elaborately in Sect. 2, Sect. 3 provides a math-

ematical understanding about the support vector regression,

a new SVR approach is proposed in Sect. 4, Sect. 5 com-

prises the simulation results and discussions followed by

Sect. 5 which makes conclusions of the paper with future

scopes.

2 Related work

Nowadays, applied machine learning has been widely

studied in diverse applications [3–11]. The study carried

out in [12] presents a combined method of autoregressive

integrated moving average (ARIMA) and artificial neural

network (ANN) models for stock prediction. Hamzaebi

et al. [13] propose two artificial neural network-based

methods for multi-periodic forecasting. The first one is an

iterative method that uses past observations to predict

subsequent period information. This predicted value is used

for the prediction of subsequent periods. These operations

are repeated until stopping criterion is met. The second one

is an forecast approach in which subsequent periods can be

estimated all at once. The main result of this study shows

that the direct scheme superiors the iterative model. The

authors of paper [14] elaborate how artificial neural net-

work (ANN)-based methods can be used as an efficient

model in stock-market predictions by analyzing the fol-

lowing models: multi-layer perceptron (MLP), dynamic

artificial NN (DAN2) and the hybrid NNs (HNN) using the

generalized autoregressive conditional heteroscedasticity

(GARCH). Then, they build an efficient stock index pre-

diction scheme for the Shanghai composite index. The

model uses a genetic method to train the backpropagation

neural network (BPNN). The study concludes that the

designed method is better in terms of function approxi-

mating capacity yielding ideal results for stock forecasting.

The work carried out in [15] a new method based on

wavelet de-noising-based backpropagation (WDBP) neural

network is proposed for stock prediction. A new model

[16] that uses evolving partially connected neural networks

(EPCNNs) for stock prediction. Their model architecture is

different from traditional artificial neural networks because

they have random connections among neurons, more than

one hidden layer, and use evolutionary algorithms to train

the artificial neural network.

Jo et al. [17] propose a method that has a filter and a

modified genetic algorithm (MGA). MGA is used to set

initial parameters for morphological-rank-linear (MRL)

filters and to fine tune these parameters. The least mean

squares (LMS) algorithm is used to further develop these

parameters. The work carried out in [18] uses the least

square SVM (LS-SVM) with an integration of particle

swarm optimization (PSO) to predict the daily stock prices.

The hyperparameters of LS-SVM are optimized by using

the PSO algorithm. The authors claim that the optimized

hyperparameters avoid data over-fitting and local minima

issues, and thus, they improve the predictions of the pre-

cision. [19] uses hybrid intelligent model for stock pre-

diction. The proposed model in [20] a new regression

model is employed to generate training data for the

recurrent neural network. The paper [21] proposes a hybrid

model which is utilized to train the adaptive stock market

predictions while optimizing several performance metrics.

In [22], a comparative study among different types of

basis functions has been performed to find the optimal

combinations of these with greater accuracy for prediction.

The paper [23] combines fuzzy time series with granular

calculating methods. It is shown that the numerical results

obtained from this model outperform the support regression

(SVR), fuzzy GARCH time series schemes as well as the

hybrid fuzzy time series schemes. The paper [24] proposes

a hybrid model consisting of SVM and K-nearest neighbor

(KNN) method for prediction of Indian stock market

indices. The study in [25] proposes back-propagation

algorithm for stock price prediction. A new kernel function

for support vector regression is proposed in [26] for stock

market predictions. The authors of the paper [27] use

proximal SVM as a predictive method for estimating

twelve different stock indices. Joint prediction error is also

proposed int this paper as a new performance measure.

Artificial neural network is used in [28] for predicting the

daily NASDAQ stock exchange rates.

The paper [29] proposes a method to predict volatility

from financial data. ARIMA and MLP are combined in

[30] for the stock prediction. To improve the prediction

capacities of the stock price trends, a method [31] is pro-

posed. Henrique et al. [2] use SVR to model the prediction

the stock markets for daily and up-to-minute frequencies.

Senapati et al. [32] propose a hybrid method for the stock
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prediction. In this hybrid method, the weight updation of

Adaline NN is governed by PSO. Authors of [33] present a

comparative paper on the performance of several schemes

on tick dataset and 15-min dataset of an Indian company.

This comparison concludes that the tick dataset has

preferable accuracy than the 15-min dataset.

From the discussion made so far, the following obser-

vations can be drawn:

• Stock forecasting involves time series data containing

highly unpredictable errors. This is the main reason that

artificial neural network and its variants are dominantly

become the best choice of the researchers. However,

irrespective of the type of learning algorithms used, the

time to converge to optimal solution by using artificial

neural networks or its variants is a major concerned.

• The fusion or combination of machine learning algo-

rithms is found to be outperformed. However, such

techniques require much more hyperparameters and

thus requires more memory as well as time.

• However, support vector regression is observed to be a

prominent technique for stock forecasting with a good

measure of accuracy. The lack of fine tuning its

parameters may lead to a time consuming method

which distracts the researchers to use this technique

further.

The above-mentioned problems motivates us to propose a

new method based on SVR for stock forecasting. In this

work, a method that efficiently manages the risk in terms of

errors is presented. Grid search technique is used to opti-

mize the parameters of support vector regression for entire

dataset.

3 Support vector regression (SVR)

Suppose the training dataset D contains d number of

instances each with an attribute xi and its associated class yi
i.e. fðx1; y1Þ; ðx2; y2Þ; � � � ðxd; ydÞg.

The linear function f(x) on the dataset D can be defined

as:

f ðxÞ ¼ w1x1 þ w2x2 þ � � � þ wdxd þ b ð1Þ

where each weight wi is defined over real valued input

space Rd i.e. wi�R
d

The size of maximal margin is defined by the Euclidean

norm of weights (kwk). Hence, the flatness in the case of

Eq. (1) requires the minimization of the norm of weights.

Here, kwk is defined as:

kwk2 ¼ w2
1 þ w2

2 þ � � � þ w2
d

The error for each training data \xi; yi [ can be expres-

sed as

EiðxiÞ ¼ yi � ðwixi þ bÞ ð2Þ

If the deviation of each error EiðxiÞ is allowed to be within

�, Eq. (2) can be written as

yi � ðwixi þ bÞ� �

ðwixi þ bÞ � yi � �
ð3Þ

Using Eqs. (2) and (3), the minimization problem for w can

be

minimize:
1

2
kwk2

subject to:

yi � ðwixi þ bÞ� �

ðwixi þ bÞ � yi � �

ð4Þ

The constraints of Eq. (4) place assumptions that the

function f approximates all the pairs ðxi; yiÞ with a devia-

tion of �. However, the assumption does not hold for all

cases which in turn requires the slack variables ni,n
�
i to

cope with the cases that violates the assumption. By using

the slack variables, the optimization problem can be

redefined as:

minimize:
1

2
kwk2 þ C

Xd

i¼1

ðni þ n�i Þ

subject to

8i : yi � ðwixi þ bÞ� �þ n

8i : ðwixi þ bÞ � yi � �þ n�

8i : ni � 0

8i : n�i � 0

ð5Þ

The constant C is the penalty imposed on the observed data

that does not satisfy constraints (5). It also helps to mini-

mize data overfitting.

The linear �-insensitive loss function (i�) is defined as

the loss function that assumes zero errors for the observed

data satisfying (5). For the rest cases, its measure is based

on the distance between observed data and the error margin

i.e. �. Mathematically, it can be written as:

‘� ¼
0 if jy� f ðxÞj � �

jy� f ðxÞj � � Otherwise

�
ð6Þ

The dual formula for linear SVR is constructed by using a

Lagrangian function from Eq. (5) and by introducing non-

negative multipliers ai and a�i for each observation xi.
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LðaÞ ¼ 1

2

Xd

i¼1

Xd

j¼1

ðai � a�i Þxixj

þ �
Xd

i¼1

ðai þ a�i Þ þ
Xd

i¼1

yiða�i � aiÞ

subject to

Xd

i¼1

ðai � a�i Þ ¼ 0

8i : 0� ai �C

8i : 0� a�i �C

ð7Þ

The partial derivative of L in regard to the weight vector is:

dwL ¼ w�
Xd

i¼1

ðai � a�i Þxi ð8Þ

This partial derivative of L must be equal to 0 as per the

saddle point condition. Thus, Eq. (8) becomes:

w�
Xd

i¼1

ðai � a�i Þxi ¼ 0 ð9Þ

Equation (9) is called SV expansion i.e. the weight vector

can be defined as the linear combinations of training data

xi.

Thus Eq. (1) can be written as:

f ðxÞ ¼
Xd

i¼1

ðai � a�i Þðxi:xÞ þ b ð10Þ

Equation (10) can be used to predict the new value x.

Let us define the following mapping:

U : X ! f ð11Þ

where f is the high dimensional feature space, / is the

nonlinear mapping function applied to convert the training

tuple xi to the dimension of feature space.

Since the operation involved between training tuples xi
and xj in Eq. (10) is the dot product, thus representation in

feature space is expressed as /ðxiÞ:/ðxjÞ. However, in

order to avoid performing the dot product on the trans-

formed data tuples, a kernel function defined over original

input data Kðxi; xjÞ can be used to replace each occurrence

of dot product between transformed tuples. By doing so, all

the calculations are made in the original input spaces. The

admissible kernel function includes the followings:

• Linear kernel of degree n:

Kðxi; xjÞ ¼ xixj ð12Þ

• Polynomial kernel of degree n:

Kðxi; xjÞ ¼ ðxi:xj þ 1Þn ð13Þ

• Radial basis kernel/Gaussian kernel:

Kðxi; xjÞ ¼ exp�ðkðxi:xj þ 1Þk2Þ=2r2 ð14Þ

4 FTSVR: Fine-tuned support vector
regression model for stock predictions

The proposed model uses SVR for stock forecasting. The

mathematical description on the working support vector

regression studies is presented in Sect. 2. The steps

involved in the proposed model for stock forecasting are

enumerated below:

1. Selection of the dataset and its pre-processing

2. Creation of training and validation datasets

3. Tune the parameters used in support vector regression

model such that the model yields high accuracy in a

time efficient manner

4. Training and validation of the proposed support vector

regression model-FTSVR

5. Performance analysis of the proposed model-FTSVR

for stock analysis

The steps involved in FTSVR, fine-tuned support vector

regression model for stock predictions, are presented in

Fig. 1.

4.1 Selection of dataset and its pre-processing

The SBIN1 dataset used throughout this section includes

examples to show each step of our model.

The dataset contains the following attributes:

1. Date The date for which stock data are observed

2. Open Opening price of share for a particular date

3. High Maximum price of the share on that date

4. Low Minimum price of the share on that date

5. Close final price of the stock for that date

6. AdjClose Number of shares bought or sold in the day

7. Volume Turnover of a company for a given date

The number of missing values for each of the attribute is

shown in Table 1 (Fig. 2).

The missing values occur due to the following reasons:

• National holidays or Sunday

• The value is missing even though it is not a holiday

The following approaches are adopted in this work to deal

with missing values:

1 https://finance.yahoo.com/quote/SBIN.NS/history/.
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1 The dataset is checked against the list of Sunday or

holidays for each year and the matching records are

dropped from the dataset.

2 For the missing values of the refined dataset, the

average value of the attribute is calculated over one

month and this average value is utilized to fill the

lacking values. This process is repeated for all the

missing values (Fig. 3, Table 2).

4.2 Creation of training and validation dataset

Normally, the profit or loss is usually determined by the

value of the closing price of a stock for a particular day;

hence, closing price is treated as the target variable [12].

The stock prediction problem is stated as predicting the

closing prices of stocks of a particular company for a

specific date. This problem requires the two attributes, viz.

date and close. Hence, the dataset contains only two attri-

butes indexed by date. The first ten records of new dataset

are shown in Table 3.

Out of dataset, 70% records i.e. 4163 are used for

training while the rest number of records i.e. 1784 are for

the purpose of testing.

4.3 Selection of kernel function and parameters
tuning

The performance of machine learning algorithms largely

depends on their parameters. So, it is almost essential to

fine tune the parameters to design a predictive model that

predicts future outcome with greater accuracy. Further, the

tuning of parameters avoids the model to suffer from data

overfitting which is a serious issue in machine learning.

The selection of kernel function and its optimized param-

eters of a support vector regression is a great challenge

since these are very much data oriented.

The linear model has single parameter to optimize

which is C, in radial basis function (RBF) model there are

two parameters: C and c while the polynomial model has

three parameters: C, c and degree. To find the optimal

Fig. 1 FTSVR: Fine-tuned support vector regression model for stock

predictions

Table 1 Number of missing

values for each of the attribute
Open 127

High 127

Low 127

Close 127

Adj close 127

Volume 131

Fig. 2 SBIN dataset
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values of different parameters, grid search technique [34] is

employed.

Grid search optimizes different SVR parameters to

select a combination of parameters; thus, the method can

predict unknown data exactly.

Grid search technique is applied on the training dataset

by inputting different kernel function and parameters

(Table 4). The validation is performed over the validation

dataset. The obtained optimized parameters are as follows:

{Kernel function-RBF, C ¼ 10, gamma = 0.1} In order to

ensure the results of grid search, the three SVR methods

corresponding to three kernel functions (linear, RBF and

polynomial) are applied on first 30 working days of the

training dataset.The performance of these three models

over these data is depicted in. From this figure, it can be

observed that the RBF model fits to the training data more

closer than other two models. The performance of linear

model is the worst among them. So, RBF model can be

chosen as the best model for stock predictions for this

specific dataset. The parameters related to RBF models are

C and c (Fig. 4).

Fig. 3 SBIN dataset after

processing missing values

Table 2 List of holidays for the year-2019

Date Day

04-March-2019 Mon. Mahashivratri

21-March-2019 Thurs. Holi

17-Apr.-2019 Wed. M. Jayanti

19-Apr.-2019 Fri. Good Friday

29-Apr.-2019 Mon. Parliamentary Elect.

01-May-2019 Wed. Maharashtra Day

05-June-2019 Wed. Id-Ul-Fitr (Ramzan ID)

12-Aug.-2019 Mon. Bakri Id

15-Aug.-2019 Thurs. Indep. Day

02-Sept.-2019 Mon. G. Chaturthi

10-Sept.-2019 Tues. Moharram

02-Oct.-2019 Wed. M. G. Jayanti

08-Oct.-2019 Tues. Dasera

21-Oct.-2019 Mon. General Assembly Elect. in Maharashtra

28-Oct.-2019 Mon. Diwali-Balipratipada

12-Nov.-2019 Tues. G. Jayanti

25-Dec.-2019 Wed. Christmas

Table 3 First ten records of new

dataset
Date Close

1996-01-01 18.8232

1996-01-02 18.2241

1996-01-03 17.7382

1996-01-04 17.6769

1996-01-05 17.5778

1996-01-08 17.0636

1996-01-09 17.9977

1996-01-10 17.1721

1996-01-11 17.8278

Table 4 Parameters and their range

Kernel function C c Degree

Linear, RBF 0.001 to 10,000 0.001 to 10,000 1 to 5

Polynomial Step 10 Step 10 Step 1
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4.4 Training and validation of the support vector
regression model-FTSVR

The proposed model is trained with training dataset with

4163 number of records. The actual and predicted close

price is depicted in Fig. 5.

Figure 6 is a part of result obtained in Fig. 5 showing a

closer look over training one year data. The error obtained

during the training is shown in Fig. 7.

The overall accuracy of the proposed method is mea-

sured in terms of RMSE and MAPE. The MAPE is

expressed as follows:

Fig. 4 Comparison of linear

model, polynomial model and

RBF model

Fig. 5 Training of SVR model

over training dataset
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MAPE ¼ 1

T

XT

i¼1

j ðt � t̂Þ
t

j ð15Þ

The RMSE is shown below:

RMSE ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1

T

XT

i¼1

ðt � t̂Þ2
vuut j ð16Þ

where T is number of training data, t is exact closing value

and t̂ is the estimated closing price.

The computed MAPE and RMSE during training the

model are 0.00188 and 0.00899, respectively.

The validation of the proposed model is performed over

the validation dataset containing 1784 records. The real

closing prices and predicted closing prices over this dataset

are shown in Fig. 8.

The error computed on daily basis is presented in Fig. 9.

The error obtained during training and validation can be

compared from Figs. 7 and 8. This results show that error

Fig. 6 Training of SVR model

over training dataset (closer

view)

Fig. 7 Error during training of the proposed model Fig. 8 Validation of SVR model over validation dataset

Fig. 9 Error during validation of the proposed model
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during validation is always less than error during training

which ensures that the proposed model is not overfitted.

The obtained MAPE and RMSE during validation of the

model are 0.0029 and 0.00919, respectively.

5 Performance of the proposed model
for stock analysis

The performance of the proposed model is evaluated

through the following parameters:

1. Up-to-daily and up-to-monthly return prediction

2. Volatility nature of stock

5.1 Up-to-daily and Up-to-monthly return
prediction

Up-to-daily or up-to-monthly return is the indicator of

investors’ profit or loss for one day or for a period of one

month. These are the good indicators for short-term

investors who can get a clear picture how the stock behaves

daily or monthly. The up-to-daily ðRdÞ return of a stock is

calculated by the following formula

RdðdayÞ ¼
ClðdayÞ � Cl(previous day)

Clð(previous day) ð17Þ

where Cl(day) is the closing price of the day. The actual

up-to-daily return and the predicted up-to-daily return are

shown in Fig. 10.

Up-to-monthly return (RM) of a stock can be calculated

by using the following equation:

RMðmonthÞ ¼ Cl (Last Day of Month)

Cl(Last Day of Previous Month)
ð18Þ

The actual up-to-monthly return and the predicted up-to-

monthly return are shown in Fig. 11.

Cumulative up-to-monthly return is a measure that

aggregates gain/loss amount for a certain period of time.

The cumulative up-to-monthly return (or up-to-daily

return) can be calculated from up-to-monthly return(or up-

to-daily return) for a certain period of time. The cumulative

up-to-monthly return is depicted in Fig. 12.

Cumulative up-to-monthly return of SBIN presents the

growth of Rs.1 over the entire period which indicates a

return of Rs. 30 after 16 years of investment.

5.2 Prediction of volatility nature of stock

Volatility is a measure that disperses around the mean or

average return of a stock. Higher degree of volatility of a

stock indicates a higher probability of a declining market,

while its lower value indicates to a higher probability of a

rising market. The volatility nature of a stock can be pre-

dicted from the historical closing price by using the fol-

lowing equations

Rp ¼ log
Cliþ1

Cli
ð19Þ

where Rp is the predicted return. The variance of the pre-

dicted return can be computed as

Var ¼ 1

T

XT

i¼1

R2
p ð20Þ

The predicted volatility of the stock is the standard devi-

ation of the predicted return i.e.

rV ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1

T

XT

i¼1

R2
p

vuut ð21Þ

The predicted volatility of SBIN is shown in Fig. 13.

Fig. 10 Up-to-daily return prediction of SBIN Fig. 11 Up-to-monthly return prediction of SBIN
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The volatility of SBIN stock varies between 0.2 and 0.6

(refer Fig. 13). However, it is found to be almost

stable after 2012. Thus, it can be suitable for the investors

who prefer a long-term investment.

6 Results and discussion

This section uses data from four major sectors such as

banking, steel, automobile and oil. Two datasets from each

sectors containing the maximum available historical data

are chosen for predicting their stock. All these datasets are

NSE data drawn from (source = https://finance.yahoo.com/

quote). The detail about these datasets is presented in

Table 5.

The optimized parameters for each dataset are presented

in Table 6. The first part of this section is devoted towards

comparing the performance of this method against some

existing methods while in the second part the simulated

results for stock prediction of the above-mentioned datasets

are presented and discussed. Further, the last part of this

section analyses the performance of different stocks.

6.1 Comparison

The comparison is made among the existing method, SVR

method [2] and hybrid NN [32] based on generated values

of RMSE and MAPE for the whole dataset (see Table 7).

Although SVR method [2] uses support vector regression,

it is missing with optimization technique. Further, this

work does not have any dedicated method to deal with

missing data (SBIN has 128 number of missing closing

values which is around 2% of SBIN dataset). Hybrid neural

network [32] is a combined method containing the artificial

neural network and particle swarm optimization.

The proposed model is compared against SVR method

[2] and hybrid NN [32] in terms of time in second taken to

predict the Closing price of eight different datasets (see

Table 8). From here, it is obtained that proposed model

with optimized parameter takes less than 1 second to pre-

dict the closing price for each dataset. SVR method [2]

takes around 40 second on an average to predict the closing

price while time taken by hybrid NN [32] is 450 on an

Fig. 12 Cumulative up-to-monthly return prediction of SBIN

Fig. 13 Volatility return prediction of SBIN

Table 5 Datasets of eight different industries

Dataset Duration No. of records

SBIN Bank 01.01.1996 to 31.01.2020 5947

HDFC Bank 01.01.1996 to 31.01.2020 6077

Tata Steel 01.01.1996 to 31.01.2020 6076

Reliance Industies 01.01.1996 to 31.01.2020 6076

Maruti Suzuki 09.07.2003 to 31.01.2020 4114

Hyundai Motors 13.02.2009 to 31.01.2020 2760

Indian Oil Corp. 09.09.1995 to 31.01.2020 6179

HP Corp. 02.01.1996 to 31.01.2020 6075

Table 6 Optimized values of C and c and radial basis function (RBF)

Dataset Kernel function C c

SBIN Bank RBF 10 0.1

HDFC Bank RBF 1 0.01

Tata Steel RBF 10 0.1

Reliance Industies RBF 1 0.1

Maruti Suzuki RBF 10 0.1

Hyundai Motors RBF 1 0.01

Indian Oil Corp. RBF 1 0.001

HP Corp. RBF 10 0.1
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average. Since hybrid NN [32] is a hybrid model, the time

taken to converge to optimal solution increase with

increase of data.

6.2 Stock prediction of different industries
from their historical time varying data

Here, the proposed scheme is utilized to predict the close

price of eight different datasets which is presented in

Table 5. The real closing prices and the predicted closing

prices by utilizing the method are illustrated in Figs. 14,

15, 16, 17, 18, 19, 20 and 21. The undistinguished line

between real cost prices and predicted closing prices is due

to the high accuracy that the proposed model yields over

these dataset.

6.3 Stock analysis by using the proposed
method

The proposed method is employed to predict different

performance parameters of stocks of eight different

industries mentioned in Table 5. The RMSE and MAPE

Table 7 Performance

comparison of the proposed

model, SVR model [2] and

hybrid NN [32]

Dataset Proposed model SVR model [2] Hybrid NN [32]

RMSE MAPE RMSE MAPE RMSE MAPE

SBIN Bank 0.0012 0.004 0.034 0.062 0.09 0.095

HDFC Bank 0.0011 0.0041 0.035 0.06 0.091 0.01

Tata Steel 0.0012 0.00062 0.019 0.089 0.092 0.098

Reliance Industies 0.0099 0.0013 0.09 0.01 0.0919 0.095

Maruti Suzuki 0.001 0.00054 0.02 0.072 0.02 0.098

Hyundai Motors 0.0098 0.003 0.011 0.02 0.05 0.04

Indian Oil Corp. 0.0072 0.0023 0.10 0.08 0.071 0.02

HP Corp. 0.0012 0.0015 0.030 0.063 0.01 0.08

Table 8 Time (in second)

comparison of the proposed

model, SVR model [2] and

hybrid NN [32]

Dataset Proposed model SVR model [2] Hybrid NN [32]

SBIN Bank \1 45 486

HDFC Bank \1 47 490

Tata Steel \1 45 479

Reliance Industies \1 40 463

Maruti Suzuki \1 34 401

Hyundai Motors \1 27 320

Indian Oil Corp. \1 41 445

HP Corp. \1 51 476

Fig. 14 Stock prediction for SBIN

Fig. 15 Stock prediction for HDFC Bank
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are calculated while predicting up-to-daily and up-to-

monthly returns (Table 9). This table indicates a high value

of predictive accuracy of the proposed method to forecast

up-to-daily and up-to-monthly return of SBIN stock.

The up-to-monthly returns of eight different industries is

predicted and compared to analyse their behaviour over the

entire period (Fig. 22). However, it is quite difficult to

analyse the performance of the stocks by means of up-to-

monthly returns. Hence, to get a better analysis, the com-

mutative up-to-monthly return must be predicted and

compared (Fig. 23). This figure shows a clear picture of

their behaviour for the specific period of time. HDFC bank

has the best return since 2000. The return of Reliance is far

away from HDFC bank, and it comes in second. The third

Fig. 16 Stock prediction for Tata Steel

Fig. 17 Stock prediction for Reliance Industries

Fig. 18 Stock prediction for Maruti Motors

Fig. 19 Stock prediction for Hyundai Motors

Fig. 20 Stock prediction for Indian Oil Corp

Fig. 21 Stock prediction for Hindustan Petroleum Corp
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position of this list is occupied by Maruti while the per-

formance of others are not appreciable.

The volatility of stocks of two banks, viz. SBI and

HDFC, are predicted and compared (Fig. 23). From this

figure, it can be observed that both the banks perform

competitively till 2012. However, the stock of HDFC bank

sharply decreases beyond 2012 and later varies in between

0 and 0.1. In contrast to this, SBI has a good volatility

value with a variation between 0.25 and 0.45. Thus, short-

term investor must invest in the stock of SBI to have

profitable return (Fig. 24).

In order to study the risk associated in oil industries, the

volatility of Indian Oil and HP are predicted and compared

(Fig. 25). The volatility of this two stocks are mostly

competitive with few exceptional growth of Indian oil. The

Table 9 Performance comparison of the proposed model to predict

up-to-daily and up-to-monthly return

Dataset Up-to-daily return Up-to-monthly return

RMSE MAPE RMSE MAPE

SBIN Bank 0.00872 0.0098 0.0097 0.00078

HDFC Bank 0.0071 0.0041 0.0065 0.0032

Tata Steel 0.0092 0.0012 0.002 0.0089

Reliance Industies 0.0013 0.0078 0.009 0.0065

Maruti Suzuki 0.0011 0.0094 0.002 0.0022

Hyundai Motors 0.0029 0.0065 0.0067 0.0012

Indian Oil Corp. 0.0066 0.0011 0.0091 0.0081

HP Corp. 0.0010 0.0085 0.0010 0.0067

Fig. 22 Comparison of up-to-

monthly return of different

stocks

Fig. 23 Comparison of commutative up-to-monthly return of differ-

ent stocks Fig. 24 Comparison of volatility of SBI and HDFC bank
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investors may choose any of these stock for their invest-

ment with almost similar risk factors.

The volatility study of automobile sector reveals

Hyundai motors to be better choice for investment than

Maruti Suzuki (Fig. 26).

7 Conclusion

The proposed method in this study aims to use a new fine-

tuned support vector regression model for predicting the

stock price. A suitable dataset is taken to explain each step

of this method. Missing attributes are well handled by

using appropriate techniques. Grid search is performed on

the entire training dataset to choose the kernel function and

its optimized parameters. The training of the proposed

method is performed over 4163 records while validation is

performed by using 1800 records. RMSE and MAPE are

computed for training and validation, respectively. The

proposed method is compared against some existing

methods of similar interest in terms of computed RMSE,

MAPE and time. The results from this comparison ensure

proposed method to be more accurate and time efficient

method than its counterpart method. Eight different data-

sets from four different sectors are considered for their

stock prediction. The results show the prediction values are

closely fitted with the actual values. The proposed method

can further be used to predict the stock of any industry with

greater accuracy.
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