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Abstract
Information overload in MOOC discussion forums is a major problem that hinders the effectiveness of learner facilitation

by the course staff. To address this issue, supervised classification models have been studied and developed in order to

assist course facilitators in detecting forum discussions that seek for their intervention. A key issue studied by the literature

refers to the transferability of these models to domains other than the domain in which they were initially trained. Typically

these models employ domain-dependent features, and therefore they fail to transfer to other subject matters. In this study,

we propose and evaluate an alternative way of building supervised models in this context, by using the semantic simi-

larities of the forum transcripts with the dynamically created corpora from the MOOC environment as training features.

Specifically, in this study, we analyze the case of two MOOCs, in which the models that we built are classifying forum

discussions into three categories, course logistics, content-related and no action required. Furthermore, we evaluate the

transferability of the derived models and interpret which features can be effectively transferred to other unseen courses.

The findings of this study reveal the main benefits and trade-offs of the proposed approach and provide MOOC developers

with insights about the main issues that inhibit the transferability of these models.
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1 Introduction

Massive open online courses (MOOCs) provide a wide

range of opportunities in online learning. The potential of

MOOCs is based on their unique power to be massive and

accessible worldwide [1]. Due to their popularity, these

online courses have become rich sources of available data

that can be used for learning analytics purposes [2].

Therefore, a growing body of learning analytics research

for MOOCs has been performed in recent years [3–6]. The

main contribution of this line of research is to provide

MOOC designers and instructors with insights in order to

better redesign and improve their courses so as to promote

effective learning.

A major component of any MOOC is its discussion

forum, which is also a rich source of data. Within the

discussion forum, learners can be facilitated by their peers

or by the course instructional staff via asynchronous

communication and active involvement in discussions [7].

One of the main challenges that MOOC instructors face in
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order to effectively facilitate learners is the bandwidth

problem. The more learners participate within the forum

the more difficult it is for instructors to keep track of the

forum discussions and, thus, to provide prompt support to

them [8]. MOOC instructors usually hire teaching assis-

tants [9] for their courses or seek high-performing learners

and invite them to facilitate their peers voluntarily as

community teaching assistants (CTA) [10]. The main task

of CTAs is to keep track of the forum discussions, perform

timely interventions so as to facilitate learners with their

problems and reduce the workload of the instructor.

Learners make use of the forum in different ways, esca-

lating the bandwidth problem [11], despite the presence of

course facilitators. Learners may participate in the forum so as

to (a) pose content-related questions (problems related with

the course material), (b) ask questions related to logistics

(e.g., technical problems) or (c) discuss on topics that do not

require facilitation (e.g., socializing) [12]. An important issue

that MOOC facilitators face is the time and energy they have

to spend in searching for posts that necessitate their inter-

vention [13]. Usability issues of the MOOC forum platform

were found in [14] to have a negative effect on this task,

mostly due to the lack of sufficient navigation facilities. These

issues may in fact have an adverse impact on the quality of

support that MOOC facilitators provide to learners [14, 15]

and advocate for the pressing need of developing tools that

could significantly improve the course facilitators’ experience

in the forum by providing a ‘‘bird’s eye’’ view of learners

discussions [16].

Within the MOOC forum context, several automated

decision support tools have been deployed that provide visual

feedback to MOOC facilitators [17, 18] or recommendations

about discussions in which their intervention is needed

[19, 20]. From the learner perspective, recommendation sys-

tems about discussions that match learners’ interests have

been deployed [21] and tools that assist learners in finding

potential peer facilitators [22]. Recommendation tools require

the training of classification models, supervised or unsuper-

vised, from data that derive most commonly from a specific

course domain. Several studies claim that the type of inter-

actions that take place between the participants of a MOOC

forum [10] and the characteristics of the social networks that

are formed by them [23] may depend on the course subject

matter. This may imply that in MOOCs of different subject

matter, the training data of the classification models may

differ considerably. An important issue that has been studied

by Moreno-Marcos et al. [24] is the transferability of such

classification models to other course domains. The process of

building a classification model needs a considerable effort by

MOOC developers and the transferability of these models is a

challenging and still open issue. Building a separate classifi-

cation model for every new course may not be a viable

solution for MOOC developers, so it is important to obtain

models that could be extended beyond the course in which

they were built, so as to ensure that these models are sus-

tainable [25]. This issue was also stated in the literature

review of Gašević et al. [26], where they revealed that few

contributions actually evaluate the impact and transferability

of such models in different contexts.

In this work, we address the Transfer Learning problem of

automated message classification in MOOC forums by

developing two supervised classification models, each one

for a course of a widely different subject matter. Then, we

evaluate their transferability by performing a cross-course

evaluation process, where each classifier will be used to

perform classifications on the unseen messages of the other

course’s dataset. To build the classifiers, we make use of the

available data derived from the course environment (text

documents) in order to construct two corpora per course, one

related to the course’s content (CR corpus) and one related to

course’s logistics (LR corpus). This approach was inspired

by the work of Shatnawi et al. [27], where they proposed a

way of constructing a course domain ontology, to be used to

extract the training features for their classification models. In

our study, the features that will be used for training the

classifiers, will be the semantic similarities of the forum

messages with each of the two corpora. We mainly focus on

these specific features in order to interpret if they can be

considered as adequate indicators in distinguishing forum

messages. The main idea is that when the classifiers will be

transferred to another course, these features will be extracted

from relevant corpora of the new course. So, it is worth

examining to what extent such features can be described as

course-independent. The preliminary findings of this case

study reveal the potential and the main issues derived from

this approach that should be considered for our future

research. Therefore, this study may provide MOOC devel-

opers with insights that may assist them in the future

development of tools that will support course facilitators.

The rest of the paper is organized as follows. In the next

section, relative studies that have addressed the problem of

transferability in automated message classification in MOOC

forums are presented. In Sect. 3, we present the context of our

research. In Sect. 4, the definition of the methodology for this

study is provided. In Sect. 5, we present results derived from

our research and we perform an interpretation of our findings.

Finally in Sect. 6 we provide the conclusions of this work and

the implications for future research.

2 Related work

In this section, we present research studies in the field of

machine learning, whose goal was to develop automatic

decision models within the MOOC forum context. We

distinguish these studies according to the machine learning
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approach (unsupervised and supervised approach) that was

followed.

2.1 Unsupervised machine learning approaches

In their work, Attapatu and Falkner [28] developed a

framework for labeling MOOC forum discussions auto-

matically via a topic modeling approach. Specifically, they

used the text corpora from the weekly lectures of two

MOOC offerings and the number of each week as label in

order to train a Naive Bayes classifier. Then, by extracting

the topics via Latent Dirichlet Allocation from the test

MOOC discussion dataset, they tried to label the discussion

according to the respective week that its topic may belong

to. The evaluation of their model revealed promising

results and they claimed that such model can provide

adequate recommendations to learners for content-related

discussions of their interest. Despite the fact that they did

not mainly focus on addressing the transferability issues of

their models, we consider important the fact that they used

lecture transcripts of the MOOC and followed an automatic

approach of extracting their features. Therefore, in our

study, we further investigate this approach by examining

how the material of different course domains can affect the

performance of such models.

In another study, Ezen-Can et al. [29] employed unsu-

pervised machine learning techniques to automatically

analyze learner dialogues, with the ultimate goal to allow

massive-scale automated discourse analysis to enhance

learner support. In their methodology, they used the

k-medoids clustering algorithm in order to cluster similar

dialogue acts and via a qualitative analysis they interpreted

the characteristics of the extracted clusters. The results of

their study were encouraging and suggested that their

approach can contribute to the potential development of

adaptive real-time support systems for learners. Liu et al.

[30] followed a semi-automatic annotation approach,

combining both unsupervised and supervised machine

learning techniques. From the content of the lecture slides

and posts, a set of relevant words was determined by

manually listing words that appear most frequently and

extracting those that are specific to the course. This

approach was performed manually to train several classi-

fication models. The main goal of the models was to cal-

culate the relevance of the learner speech acts to the

annotated corpus and provide predictions according to the

types of discussions on a MOOC dataset. Results revealed

that random forest using the randomization technique

provided the most satisfactory results, but the main findings

of their analysis were that the extracted topics did not cover

all possible forum interactions.

A limitation of the aforementioned studies [29, 30] is

that they tried to extract categories automatically from the

forum transcripts, so as to perform a more accurate clus-

tering. It was shown that this approach may result in not

covering all possible interactions within the forum [30]. In

our study, this problem is addressed at a higher level,

where forum discussions are differentiated according to the

most appropriate MOOC actor that should intervene. Most

concretely, moderators should primarily take action in

discussions related to course logistics; course facilitators

such as CTAs or instructors should intervene in content-

related discussions, while community building discussions

should be self-regulated by learners. Furthermore, a rec-

ommendation tool based on this classifier may especially

benefit course facilitators since they might deal only with

discussions of their own interest and, thus, the bandwidth

problem might be mitigated.

2.2 Supervised machine learning approaches

Several studies have tried to address the Transfer Learning

problem in discussion forums, but their results revealed the

difficulty of such task via a supervised approach. In their

study, Almatrafi et al. [31] address the problem of infor-

mation overload in MOOC discussion forums from the

course facilitators’ perspective and propose a supervised

model that can identify urgent posts. The main goal was to

help course facilitators prioritize their responses so that

they make prompt interventions. To train their model they

used data derived from three different course domains:

Humanities, medicine, and education, and they extracted

the main linguistic features from each domain via several

feature extraction methods. To evaluate the transferability

of their models, they excluded one of the three courses

from the training set and used it as a test dataset. The

results of the model performance were moderate (lowest

Kappa: 0.58, highest: 0.64) in identifying urgent posts on

the unseen domain and, thus, illustrating the difficulty of

performing such task via supervised machine learning

approaches. In another work, Boyer and Veeramachaneni

[32] investigated the performance of supervised models

built from data of previous offerings of the same course

with the goal to predict learners that are about to drop-out.

To train their models they used activity data derived from

the MOOC participants. Their evaluation results revealed

that their models had a poor performance when transferred

to other domains and that further research should be per-

formed across different course domains in order to interpret

the parameters that can resolve transferability issues of the

models.

On the other hand, several studies revealed promising

results in terms of resolving transferability issues of

supervised models. In their study, Whitehill et al. [33]

developed a multinomial logistic regression model in order
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to estimate the probability that a learner will drop-out

based on features derived from the learners’ event history

within the MOOC platform. They used clickstream and

grade history data derived from 10 different MOOCs of the

Coursera platform in order to train their model. To evaluate

the transferability of their model, they built their classifier

from the course with the most training data and used it to

perform predictions on the other nine. The performance of

the classifier indicated that their model could be general-

ized to other course domains. Despite the fact that the

forum transcripts were not used in this research for the

training of the model, this study provided evidence that

supervised machine learning approaches can resolve

transferability issues for a specific prediction objective.

Kizilzec and Halawa [34] used features from learners’

interaction data with video, assignments, and forum tran-

scripts from 20 MOOCs with the goal to train a logistic

mixed-effects (hierarchical) model that will predict learn-

ers’ attrition in the course. Their results indicate that

employing data from a large number of available courses

could improve the transferability of the model to another

course domain.

Based on the studies presented in this section, we may

observe that more promising results were produced by

studies where a high number of MOOCs was available for

training [33, 34], but still the transferability was not

resolved adequately in widely different course domains.

The solution of increasing the amount of training data in

supervised classification tasks seems to be a reasonable

approach, but on the other hand it needs more computa-

tional resources and much more human effort in order to

manually label the data. Therefore, further research is still

necessary regarding transferability between courses of

different subject matter, so as to better interpret why

classifiers have a poor performance when transferred, while

requiring less computational and human resources. Another

important factor that hinders the effectiveness of the

supervised models when transferred to a new course

domain, claimed by Kidzinsk et al. [35], is that several

training features are bound in a specific course domain

terminology. They claim that in order to achieve transfer-

ability, the predictive power should be reinforced with

course independent variables.

Taking into consideration these observations of Kid-

zinsk et al. [35], we contribute in this research line by

investigating if the semantic similarities with the CR and

LR corpora can be considered as course independent

training features. This goal is based on the fact that for each

new course, a relevant CR and LR corpus may be

dynamically created without requiring significant compu-

tational and human resources, and from these corpora the

features will be extracted. In our case, study the evaluation

will be performed between two different MOOCs in terms

of subject matter, a Technology and a Humanities course.

3 The current study

3.1 Context of the study

In this study, we used data derived from two MOOCs that

were offered in 2017 on Mathesis, a major Greek MOOC

platform based on OpenEdX technology. The first MOOC,

Introduction to Python (PY course), was an introductory

course to computer programming via the Python pro-

gramming language. The second, World History: Man

versus Divine (WH course), aimed at introducing learners

to the history of Asian religions during the world history’s

second circle. The duration of the courses was 6 and 9

weeks, respectively. The data retrieved per course con-

sisted of the anonymized transcripts from the correspond-

ing discussion forum.

The architecture of the discussion forum for the two

courses is presented in Fig. 1. Discussions were organized

in weeks, i.e., each week the forum participants could

create their own threads (Level 1). Within any thread,

participants could create new posts (Level 2) and they

could provide their replies to a post (Level 3). In addition,

there were two different types of threads, those created by

the course staff and those created by the learners. Threads

created by the course staff usually included multiple posts,

each of them initiating a different discussion. On the other

hand, threads created by learners were mostly related to a

single question that initiated just one discussion. In par-

ticular, for the threads created by the course staff, we

consider as a forum discussion the set of messages that

consists of an initial starting post and its corresponding

Thread

Post

Post

Reply

Thread

Reply

Reply

Reply

Reply

Reply

Thread
WEEK X

Level 1

Level 2

Level 3

Fig. 1 Discussion forum architecture of PY and WH courses
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replies. For the threads initiated by learners, we consider as

forum discussion the whole thread itself. In this case, the

starting post is the initial thread message and the corre-

sponding replies are the posts and replies that follow within

the thread.

We consider the starting post of a discussion to be a

crucial part of the analysis, since as Wise et al. [36] stated,

‘‘a starting post reflects the primary intention of the dis-

cussion initiator and sets a direction for the content of all

subsequent replies’’. Thus, the classification performed in

this case study was based on the discussions’ starting posts.

More specifically, we attempt to solve a multi-class clas-

sification problem that will classify starting posts accord-

ing to the following coding scheme:

• No Action Required (NAR) posts.

• Content-related (CR) posts.

• Logistics-related (LR) posts.

These categories correspond to different actors, that might

be more appropriate to intervene, as explained in Sect. 2.1.

For the LR discussions, we expect the platform personnel

to provide assistance, for the CR discussions the teaching

assistants should intervene and for the NAR discussions we

assume that the community of learners might self-regulate

these discussions, without any need for action by the

platform personnel or the course facilitators. Such an

attempt could further reduce the workload of Teaching

Assistants by keeping track of the forum discussions and

mainly focus on CR discussions.

3.2 Research questions

In this study, we make use of the available documents

that exist within the MOOC environment in order to con-

struct two corpora per course that would contribute to the

feature extraction of the multi-class classification problem

that we attempt to solve. The first corpus derives from the

course material documents (CR corpus) and the second one

from the logistics-related documents provided by the

MOOC platform (LR corpus). The features that will be

extracted per starting post will be its semantic similarity

with the CR corpus (CR similarity) and the semantic

similarity with the LR corpus (LR similarity). Through this

approach, we look for features that may sufficiently dif-

ferentiate the starting posts of each category, based on

corpora that can be easily derived from each course

material. Furthermore, the main goal is to examine to what

extent a supervised model trained with these features can

be transferred to a new course of a different subject matter.

To address this goal, we calculate the CR and LR

semantic similarities for the starting posts per course.

Then, we investigate if these features can help in

identifying the category that each starting post belongs to,

via a statistical analysis that will be described in Sect. 4.

Next, we develop a supervised model per course, trained

with the corresponding semantic similarities of its posts,

and we evaluate the predictive performance of the models

on their respective test datasets. Finally, we perform a

cross-course evaluation of the models in order to assess

their transferability. To sum up, the main research ques-

tions that we address in this case study are the following:

• RQ1: Do the starting posts that belong to the LR, CR

and NAR categories can be differentiated according to

their semantic similarities for each course?

• RQ2: Can the semantic similarities be used to build a

reliable supervised model for each course that classifies

starting posts according to these categories?

• RQ3: Can the supervised models, that were trained

from the semantic similarities of the starting posts with

the CR and LR corpus, be reliably transferred to

another course of a substantially different subject

matter?

4 Methodology

In this section, we describe the dataset that we used and the

methodology that we followed for the development of the

supervised models for the two MOOCs. We present the

way we performed the normalization of the forum tran-

scripts, the feature extraction methods that we followed for

each approach, the classification algorithm that we used in

order to build our models and finally the evaluation pro-

cess. In Fig. 2, we present a visual representation of the

steps that will be described in this Section.

4.1 Dataset description

The dataset used for the current analysis included the

forum transcripts of each course. The structure of the

dataset contained the following fields:

• id: the id of the forum message

• type: if it is a thread or a post message

• author: the author of the message

• body: the content of the message

• category: the category derived from the coding of the

transcripts to be described in Sect. 4.2

The total number of entries was 5134 for the PY and 5611

for the WH dataset, which correspond to the total number

of posted messages in the discussion forum of each course.

As described in Sect. 3.1, the analysis mainly focused on

the messages that initiated a new discussion in the forum
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(starting posts). These messages were used for the classi-

fication process.

4.2 Coding of the forum transcripts

According to the forum dataset of the two courses, there

were 980 and 997 in total starting posts in PY and WH,

respectively. Two coders performed the manual labeling of

the starting posts for both courses, according to the fol-

lowing instructions:

• CR: problem related to the course material.

• LR: problem related to the course logistics.

• NAR: discussion related to community building, so No

Action Required.

Their results were evaluated by using Cohen’s kappa (k).

Cohen’s kappa is a chance-corrected measure for inter-

rater reliability that accounts for the possibility of chance

agreement between the coders [37]. The kappa coefficient

was k = 0.83 for our data, suggesting quite a high inter-

rater reliability. Furthermore, in order to achieve an abso-

lute consensus, the two coders debated their disagreements

until no further dispute existed and a kappa coefficient of 1

was reached. Based on this labeling the distribution of the

different post categories is shown in Fig. 3. Apparently, the

majority (app. 60%) were CR posts around 30% were LR

posts, while just 10% were labeled as NAR posts.

4.3 Pre-processing of the forum transcripts

In the text-preprocessing stage (Fig. 2), several actions

were performed in order to remove any noise or unneces-

sary information that existed within the forum transcripts.

Firstly, we substituted detailed or textual information of a

specific type with shorthand transcripts, as shown in

Table 1. There was no substitution for the Python code

transcripts due to the importance of this feature for the

calculation of the semantic similarities with the CR corpus

of the PY course. The next step was to normalize the forum

transcripts. All punctuation, special characters and stop

words were removed and the rest of each transcript was

lemmatized. These were the basic normalizations that were

performed. In order to further examine which normaliza-

tions could further improve the performance of the classi-

fiers, via trial-and-error, we experimented with several

additional normalizations. From this approach, it was

found that the removal of verbs increased the classifiers’

performance significantly, so we included it in our nor-

malization procedure. For the natural language processing

techniques that were described, the spaCy Python module

was used due to its good performance [38] and the fact that

it supports natural language processing methods for the

Greek language.

Starting Posts

Text Pre-Processing

Normalized
Starting Posts

Supervised model
(SVM)

Feature Extraction

LR corpus

LR
Semantic

Similarities

Starting
Posts'

embeddings

Normalized Corpus
Documents LR Corpus

Documents'
embeddings

CR corpus Normalized Corpus
Documents CR Corpus

Documents'
embeddings

Starting
Posts'

embeddings

CR
Semantic

Similarities

Semantic
Similarity

Calculation
Module

Semantic
Similarity

Calculation
Module

Fig. 2 Procedure of building the supervised classifier per course

Starting Post Category

LRCRNAR

Pe
rc

en
ta

ge
 (%

)

60

40

20

0

25.88%

61.58%

12.54%

34.08%

56.02%

9.90%

WH Course
PY Course

Course

Fig. 3 Distribution of starting posts categories in each course’s forum

data after the coding process

Table 1 Substitutions of specific textual data

Data Shorthand

Link to an online resource [URL]

Attached image [IMG]

Reference to the name of another user [USER]

Reference to a video lecture [VIDEO]

Reference to a book resource [BOOK]
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4.4 Feature extraction

For the context of this study, the feature extraction method

that could be used should had been appropriate for the

calculation of the semantic similarities between normalized

query documents. For this reason, the Word2Vec word

embedding technique was implemented within our

methodology. Word2vec is a two-layer neural net that

processes text documents and extracts a set of vectors,

which are the distributed numerical representations of word

features [39]. This method was appropriate for the context

of this study due to its utility to group the vectors of similar

words, in terms of context, into vector space together. Each

vector, used to represent a word of a document, is called

neural word embedding. In our procedure of building the

supervised models (Fig. 2), we use Word2Vec in order to

extract these features from each course’s corpora and its

forum starting posts.

4.5 Building corpora and Semantic Similarity
Extraction

In order to construct the CR corpus per course, we used the

corresponding video transcriptions which were included in

PDF documents within the MOOC environment. Each

video transcription was related to a specific week’s video

lectures. As a result, the final CR corpus contained so many

documents as the number of weeks of the respective

course. For the construction of the LR corpus, we retrieved

all the available PDF files that provided information related

to the logistics of the course (course rules, submissions,

assignments, etc). It should be noted that due to the fact

that both courses were offered in the same MOOC plat-

form, the files related to logistics were exactly the same

and, thus, both courses shared the same LR corpus. All the

corpora were preprocessed according to the way we pre-

sented in Sect. 4.3 and the document embeddings of each

corpus were extracted based on the feature extraction

method that was employed (Sect. 4.4). In Table 2, the

characteristics of the final corpora are presented.

For the CR corpora (PY and WH), we merged each

week’s video transcriptions into one single document and,

thus, the CR corpora consisted of 6 (PY) documents and 9

(WH) documents, respectively. The two CR corpora were

different in terms of size due to the different number of

weeks between the courses and the higher duration of the

WH video lectures. The final length of the vocabulary that

was finally used after the preprocessing for the CR corpora

was approximately three times larger for the WH CR

corpus. On the other hand, the final LR corpus was very

small, as shown in Table 2, due to the fact that the logistics

instructions were included in 1-2 pages each. The data that

were used to construct the LR corpus were related to five

different categories: Assignment instructions, Submission

rules, Peer Assessment rules, Certificate instructions and

General information about the course material. Therefore,

the LR corpus was made of these 5 documents.

The features that were used for the training of each

supervised model were the semantic similarities of each

starting post with the respective CR and LR corpora per

course. For the calculation of the semantic similarities,

there was a need to reduce the dimensionality between the

different documents, in terms of size, due to the fact that

starting posts had a smaller length than each document of a

corpus. To address this need, we used the Cosine Similarity

method. Cosine Similarity is a metric that is used to

determine how similar the documents are irrespective of

their size. Mathematically, it specifically measures the

cosine of the angle between two vector representations

projected in a multi-dimensional space. This approach was

followed in order to calculate the semantic similarity of

each starting post with each document of a corpus.

The last goal was to extract the semantic similarity of

every single starting post with the set of documents that a

corpus is comprised of. For this purpose, we calculated the

average of the semantic similarities of each starting post

with each document as a corpus. This calculation was

performed via the ‘‘Semantic Similarity Calculation Mod-

ule’’ (Fig. 2), whose inputs are the document embeddings

Table 2 Characteristics of the PY, WH and Logistics corpora

PY Corpus WH Corpus Logistics Corpus

# of documents 6 9 5

# of sentences 2679 8208 46

# of tokens 55115 121195 1142

Final Vocabulary 13540 33221 129

Starting Post i

Corpus Documents

Document 1

Average Semantic Similarity i

Input A

Input B

Starting Post i-1

Starting Post i+1 Output: 
Semantic Similarities

Document 2

Document N

Fig. 4 Semantic Similarity Calculation Module
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of a given corpus and the course’s starting posts. The inner

structure of this module is presented in Fig. 4.

4.6 Training and evaluation of the supervised
models

In the training phase of the supervised models, we had to

perform a multi-class classification to construct the clas-

sification models for each course. The classification algo-

rithm that we used was the support vector classifier (SVC).

Specifically, we built an one-vs-the-rest (OvR) classifier

using the winner-takes-all strategy by employing a radius

basis function (RBF) kernel. SVC is used in support vector

machine (SVM) classification and attempts to match the

data, returning a ‘‘best fit’’ hyperplane dividing or cate-

gorizing the data and the OvR is a suitable classification

approach for multi-class classification due to its inter-

pretability [40]. SVMs are considered one of the most

appropriate methods that can be employed in text catego-

rization problems due to their acceptable performance in

comparison with other classification methods [41]. The

training data were split into 75% for training and 25% for

testing while performing stratified sampling. Following this

classification approach for each course, we created two

separate models (PY-SVC and WH-SVC) and evaluated

each one on the PY and WH test datasets correspondingly.

The next step was to evaluate the transferability of both

classifiers. Specifically, we used the classifier (SVC model)

of the PY course to perform predictions on the WH starting

posts and vice versa. For this study, we call this approach

as a cross-course evaluation. Through this approach, we

would be able to investigate the performance of these

models on new unseen data derived from a new course,

which in our case can be considered as totally different in

terms of context, and thus, we would be able to interpret

the performance of these models when transferred.

5 Results and discussion

5.1 RQ1: Interpretation of the extracted
semantic similarities with each corpus

As described in Sect. 3, the first goal was to examine for

each course through a statistical analysis whether the

starting posts of each category can be differentiated

effectively using the semantic similarities with the two

corpora. Toward this goal both graphical and statistical

tests have been employed.

In Fig. 5, the scatterplots of semantic similarities of each

category’s posts with the two corpora are shown for the

two courses. It can be observed that the majority of CR

posts (red circles) aggregate to the lower right while the LR

posts (blue triangles) aggregate to the upper left side. The

NAR posts (yellow stars) tend to spread across, almost like

noise. Obviously, it will be impossible to differentiate all

three categories, however, since only the CR and LR posts

require action, it is worth investigating whether the

extracted similarities could define meaningful decision

boundaries, through a classification model, at least for

these two classes.

In order to evaluate and quantify the differences

between extracted similarities with the two corpora of each

course, we proceeded with a comparative statistical anal-

ysis for the mean semantic similarity scores, as calculated

for the different post categories of the two courses

(Table 3). Based on this analysis, we first compared the

mean similarity scores for the three post categories within

each course. The comparison was performed using

ANOVA separately for the CR and LR Corpus. According

to these tests, it can be seen that for both MOOCs there are

significant differences between the mean semantic simi-

larity scores of the different post categories either with the

CR Corpus (Fð2; 977Þ ¼ 14:30, p � 0:01 for PY course

and Fð2; 309Þ ¼ 140:51, p � 0:01 for WH course) or the

LR Corpus (Fð2; 278Þ ¼ 62:18, p � 0:01 for PY course

and Fð2; 321Þ ¼ 20:84, p � 0:01 for WH course). The

differences in the mean semantic scores between post

categories are shown also graphically (Fig. 6) along with

the 95% confidence intervals. Obviously LR posts have the

least mean similarity scores with the CR Corpus for both

courses and CR posts have the least mean similarity scores

with the LR Corpus. Furthermore, in the post hoc analysis

(Table 3), one-to-one comparisons revealed that there were

significant differences (p � 0:01 for both corpora)

between the CR and LR posts for both courses, while this is

not the case when comparing NAR and LR mean similar-

ities scores with the CR Corpus (p ¼ 0:583 and p ¼ 0:117
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for the two courses) or with LR Corpus (p ¼ 0:015 and

p ¼ 0:423, accordingly). Specifically, CR posts have sig-

nificantly higher scores with the CR corpus and, accord-

ingly, the LR posts have significantly higher scores with

the LR corpus for both courses. This is a very promising

finding since it indicates that CR and LR posts on the

average give higher scores with their respective corpus,

thus they may be differentiated according to their semantic

similarities.

On the other hand, our statistical analysis verified that

the semantic similarities of NAR posts insert noise to the

classification problem. In fact, it was found that the mean

similarity scores of NAR and LR posts are not significantly

different for any of the two corpora. The picture is

approximately the same for both courses. Additionally, for

the case of the PY course, the mean similarity scores with

the CR corpus between CR and NAR posts were also found

to have no significant differences (p ¼ 0:061). Given this

analysis it becomes quite apparent that distinguishing NAR

posts from the other two categories for the PY course,

using only their similarity scores with the two corpora is a

very difficult task and the outcome completely random. On

the contrary for WH course, there are no significant dif-

ferences between the mean similarity scores of NAR and

CR posts with the LR Corpus.

To better understand the similarity values for the NAR

posts, we selected all NAR starting posts with semantic

similarity higher than 0.4 with the CR or LR corpus and

tried to identify why their similarities were that high. The

reading of those transcripts revealed that they included

terms related to logistics, while according to their content

they were not related to problems with logistics. The

coders, during the coding process described in Sect. 4.2,

were prompted to label as LR all starting posts that were

related to problems with logistics. In the NAR posts with

semantic similarity higher than 0.4, learners were seeking

information regarding the difficulties of the course (as-

signments, MOOC procedures) and general information

about the course, which could not be considered as ‘‘ur-

gent’’ by the course staff. Therefore, a number of content-

related and course logistics-related terms were accumu-

lated within these posts and resulted in such high similarity

Table 3 Comparing Mean

Similarities with CR and LR

Corpora for the two courses

PY Course WH Course Test of Mean Differences

NAR posts 97 (9.9%) 125 (12.5%)

CR Corpus 0.436 ± 0.106 0.365 ± 0.130 4.34 ð\0:0005Þ��

LR Corpus 0.512 ± 0.175 0.496 ± 0.214 0.60 (0.552)

CR posts 549 (56.0%) 614 (61.6%)

CR Corpus 0.464 ± 0.110 0.464 ± 0.118 0.02 (0.986)

LR Corpus 0.407 ± 0.217 0.435 ± 0.223 -2.15 (0.032)

LR posts 334 (34.1%) 258 (25.9%)

CR Corpus 0.423 ± 0.117 0.338 ± 0.098 9.63 ð\0:0005Þ��

LR Corpus 0.551 ± 0.168 0.527 ± 0.184 1.66 (0.098)

Total 980 (100%) 997 (100%)

CR Corpus 0.447 ± 0.114 0.419 ± 0.128 5.205 ð\0:0005Þ��

LR Corpus 0.467 ± 0.209 0.466 ± 0.216 0.012 (0.991)

Test for Equality of Means between categories

CR Corpus 14.30ð\0:0005Þ�� 140.51a ð\0:0005Þ��

LR Corpus 62.18a ð\0:0005Þ�� 20.84a ð\0:0005Þ��

Post Hoc Tests (Multiple Comparisons): Mean Similarity w/ CR Corpus

NAR vs CR 0:061 \0:0005��;b

NAR vs LR 0.583 0.117b

CR vs LR \0:0005�� \0:0005��;b

Post Hoc Tests (Multiple Comparisons): Mean Similarity w/ LR Corpus

NAR vs CR \0:0005��;b 0.013b

NAR vs LR 0.015b 0.423b

CR vs LR \0:0005��;b \0:0005��;b

***Highly significant differences
aBased on the Welsh robust test of Equality of Means, due to significant differences among variances b

bBased on Tamhane’s T2 test, due to significant differences among variances

Neural Computing and Applications (2023) 35:161–175 169

123



measures. So this problem was in fact related with the

labeling procedure initially followed for the starting posts.

Further investigation was performed on the problematic

behavior of the NAR posts similarities, by exploring the

weekly distribution of these posts for the two courses. In

Fig. 7, we present the number of NAR posts per week for

both courses. It can be observed that for the PY course, the

majority of NAR posts were posted during the first week of

the course and a much smaller number (less than 10) during

the following weeks. On the contrary for the WH course,

the NAR posts were more uniformly distributed across the

duration of the course. It should be noted that despite the

fact that the duration of the courses was 6 and 9 weeks,

respectively, the forum posting activity continued in the

following weeks after the end of the course’s schedule. To

interpret this posting activity, from the qualitative analysis

discussed above, it was found that for the PY course, in the

first week learners tended to introduce themselves in rele-

vant threads that were created for this reason. This explains

the high NAR posting activity during the first week. On the

other hand, the different pattern observed in the NAR

posting activity for the WH course very possibly is related

to the different subject matter and different objectives

between the two courses. The PY course can be described

as a skill-oriented course, while WH offers a theoretical

foundation and, thus, each course attracts learners with

different motivations.

Addressing our first research question, the results of the

statistical analysis revealed that by using the semantic

similarities with the CR and LR corpus, we could suffi-

ciently differentiate the CR and LR posts. Due to their

significant differences, it seems that a decision boundary

can be formed and thus lead to the creation of a classifi-

cation mode. On the other hand, the similarity scores of the

NAR posts did not have significant differences with the LR

posts for both courses, and with the CR posts for the PY

course. This indicates that these scores may insert noise to

the classification problem that we will attempt to deal with

in the following sections.

5.2 RQ2: Building and evaluation of the SVC
models

In this part of our study, the main goal was to use the

semantic similarities as training features in order to train

SVC models, one per course and evaluate their perfor-

mance on their corresponding test datasets. The decision

boundaries formed with the help of these models are pre-

sented in Figs. 8 and 9 on the scatterplot of the semantic

similarities. It can be observed that, for both courses, the

classification algorithm was able to split the area into two

(or three for WH) regions, in which the CR starting posts

(yellow area) and LR starting posts (brown area) belong.

95
%

 C
I C

R
 C

or
pu

s 
si

m
ila

rit
y

,50

,45

,40

,35

,30

Category

CRNARLR

,50

,45

,40

,35

,30

C
ourse

P
Y

 
W

H

95
%

 C
I L

R
 C

or
pu

s 
Si

m
ila

rit
y

,60

,55

,50

,45

,40

,35

Post Category

LRNARCR

,60

,55

,50

,45

,40

,35

C
ourse

P
Y

W
H

Fig. 6 Mean semantic similarity scores for the CR, LR and NAR post

categories with 95% confidence intervals

Fig. 7 Distribution of NAR starting posts per week for the PY and

WH course Fig. 8 SVC decision boundaries (RBF kernel) for the PY course

170 Neural Computing and Applications (2023) 35:161–175

123



For the PY course, the algorithm failed to assign a region

for the NAR posts, while for WH it only assigned a very

small region (blue). It can also be observed that there are

errors in both regions that lead to misclassifications.

The evaluation metrics of the SVC models as measured

from their corresponding test datasets are presented in

Table 4. To assess the evaluation metrics, we used the

agreement measures that were proposed by Landis and

Koch [42]. According to Table 4, it is observed that both

classifiers performed substantially good, while the WH-

SVC scored slightly higher than the PY-SVC model. To

better interpret the performance of the models, the corre-

sponding confusion matrices are presented in Tables 5

and 6. Both classifiers achieved higher correct predictions

on the CR starting posts, 87.6% (PY) and 91.6% (WH). In

terms of predicting LR starting posts, the PY-SVC model

had a moderate performance by predicting 42.9% of them

correctly, while similar performance was observed for the

WH-SVC which predicted 49.2% correctly. On the other

hand, both models performed poorly in predicting the NAR

starting posts correctly, since both models had 0%

accuracy.

These findings verify the results of the statistical anal-

ysis that we performed in Sect. 5.1. In fact, both classifiers

could adequately classify CR discussions, while a moderate

performance was observed for the classification of the LR

posts in both courses. To further explore this moderate

performance, we performed a qualitative analysis on the

CR corpora for the misclassified LR posts as CR. Specifi-

cally, we investigated the documents of the CR corpus with

which the misclassified posts had high similarity score. It

was found that within the CR corpus of each course, the

instructor was making often reference to the goal of the

corresponding lecture, thus using terms like ‘‘In this video

we will...’’ or ‘‘In this lecture we will...’’. Terms like

‘‘video’’ or ‘‘lecture’’ were also found within the LR cor-

pus, but they were mostly related with the problems and the

quality of the video lectures. It was also found that in

several LR posts from the PY course, learners were having

submission problems and they were including their code

within the post, so it is possible that this fact contributed to

increased CR similarity scores.

The most significant problem that was observed, was the

poor performance in classifying NAR starting posts. The

fact that there was no decision area for the NAR posts in

PY and a small one in WH course also verifies the results

of our statistical analysis. A possible reason of the classi-

fiers’ poor performance may be related to the absence of a

NAR corpus. To classify NAR posts, we expected that the

similarities with both corpora would be low, but the eval-

uation results confuted our initial hypothesis. Therefore, it

was not feasible to build a NAR corpus due to the fact that

NAR posts do not require intervention by the course staff

so they may be related to any community-building topic of

discussion. On the other hand, there may be several ways to

alleviate this issue. First of all, NAR posts are the minority

of the total dataset with approximately 10% of all starting

posts per course. Thus, the trade-off can be described as

small, because in a real case scenario, the course facilita-

tors and moderators would be burdened with a relatively

small additional number of posts. Furthermore, the accu-

mulation of NAR posts in the first week (Figure 7) for the

PY course may help in locating these posts within the

forum and excluding them from the classification process.

Fig. 9 SVC decision boundaries (RBF kernel) for the WH course

Table 4 Evaluation metrics for the SVC classifiers

Metric PY-SVC classifier WH-SVC classifier

Accuracy 0.64 0.69

Precision 0.57 0.60

Recall 0.64 0.69

F1 Score 0.59 0.63

Table 5 Confusion Matrix of PY-SVC classifier

Predict:NAR Predict:CR Predict:LR Total

Label: NAR 0 18 6 24

Label: CR 0 120 17 137

Label: LR 0 48 36 84

Table 6 Confusion Matrix of WH-SVC classifier

Predict:NAR Predict:CR Predict:LR Total

Label: NAR 0 23 8 31

Label: CR 0 141 13 154

Label: LR 1 32 32 65
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To address our second research question, it can be

deduced that semantic similarities can be used to train

adequately a supervised classification model and the eval-

uation results were found to be promising. The results

revealed that further research could be performed on ways

to differentiate CR from LR posts even more effectively.

For the case of NAR posts, despite the poor performance of

the SVC models in classifying them, the trade-off was

relatively small and their occurrence through the weeks

was found to be predictable for the PY course. Thus, it is

possible via custom approaches to exclude a number of

these posts so as to increase the performance of the

classifiers.

5.3 RQ3: Transferability of the SVC models

To evaluate the transferability of the SVC models, we used

the PY-SVC model to classify the WH starting posts using

the semantic similarities scores calculated with the WH

corresponding corpora and vice versa. The evaluation of

this cross-course transfer is presented in Table 7 and the

confusion matrices in Tables 8 and 9.

It can be observed that both models performed sub-

stantially good [42] when performed classifications of new

and unseen starting posts. In fact, we observe that the

performance of the ‘‘foreign’’ classifiers (Table 7) on the

average is slightly worse than the performance of the

‘‘domestic’’ ones (Table 4), recording just minor losses due

to transferability. The positive outcome is that both models

preserved their substantially good performance via the

usage of semantic similarities with their own corpora as

training features.

The confusion matrices in Tables 8 and 9 also reveal

several noteworthy results. Despite the fact that both

models misclassified all NAR starting posts of the other

course, the PY-SVC classifier predicted correctly 79% of

the WH CR starting posts and the WH-SVC classifier

93.6% of the PY CR posts. For the LR starting posts of

each course, the corresponding correct predictions were

65.1% for the WH dataset and only 27.2% ( fair perfor-

mance) for the PY dataset.

In order to visualize the fair performance of the WH-

SVC in classifying LR starting posts when transferred to

the PY dataset, we placed the decision boundaries of the

WH-SVC on the PY similarities scatterplot (Fig. 10).

Obviously, due to the different curvature of the two deci-

sion boundaries, the majority of the LR posts are now

found within the CR decision area (yellow color), thus

resulting to misclassifications. For the same reason, the

WH-SVC has much higher accuracy (93%) in classifying

the CR posts. On the other hand, when the PY-SVC deci-

sion boundaries are placed on the similarities scatterplot of

the WH course, a more balanced outcome is achieved in

terms of classification errors among CR and LR posts

(Fig. 11). From a statistical point of view, the observed

level of accuracy in post category predictions can be

explained using the results shown in the last column of

Table 3. Testing the mean similarity differences between

courses it turns out that for the CR posts and LR posts their

mean similarities with their corresponding corpora are not

significantly different (tð1158Þ ¼ 0:02, p ¼ 0:986 for CR

posts and tð590Þ ¼ 1:66, p ¼ 0:098 for LR posts); while

their mean similarities with cross-corpora are significantly

different (tð1161Þ ¼ �2:15, p ¼ 0:032 for CR posts and

Table 7 Evaluation metrics for cross-course application of SVC

models

Metric WH-SVC to PY dataset PY-SVC to WH dataset

Accuracy 0.62 0.65

Precision 0.56 0.59

Recall 0.62 0.65

F1 Score 0.54 0.61

Table 8 Confusion Matrix: WH-SVC on PY dataset

Predict:NAR Predict:CR Predict:LR Total

Label: NAR 0 82 15 97

Label: CR 1 514 34 549

Label: LR 1 242 91 334

Table 9 Confusion Matrix: PY-SVC on WH dataset

Predict:NAR Predict:CR Predict:LR Total

Label: NAR 0 60 65 125

Label: CR 0 485 129 614

Label: LR 0 90 168 258

Fig. 10 WH-SVC decision boundaries placed on PY semantic

similarities scatterplot
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tð585Þ ¼ 9:63, p � 0:01 for LR posts). Since the mean

similarity of the LR posts with the CR Corpus is signifi-

cantly less for the WH Course and the mean similarity of

the CR posts with the LR Corpus is significantly more for

the same course the classifier trained with the WH dataset

will misclassify heavier the LR posts in the PY dataset and

the classifier trained with the PY dataset will misclassify

heavier the CR posts in the WH dataset.

To address our final research question, the findings of

the cross-course evaluation revealed differences in terms of

performance of the models in classifying starting posts

when transferred. According to the evaluation metrics

(Table 7), at first sight both models seem to have minor

losses in terms of transferability. The confusion matrices

(Tables 8 and 9), though, revealed that the accuracy of the

WH-SVC cannot be considered as acceptable due its fair

performance in classifying LR posts. On the other hand, a

very promising accuracy was found for the PY-SVC when

transferred and the performance of the model can be con-

sidered as acceptable. Finally, the accuracy results related

to the NAR were poor for both courses.

6 Conclusion and future implications

In this case study, we addressed the problem of automated

support of MOOC discussion forums. In particular, we

focused on the feasibility of transferring such support

between two MOOC courses of different disciplines (hu-

manities and technology). We modeled the support of

forum discussion as a multi-class classification problem.

The classification schema that we used, involved classes of

different MOOC actors that are responsible to intervene

and support learners. We consider that a recommendation

tool based on this schema may especially benefit course

facilitators and moderators since they would be asked to

deal only with forum posts of their own interest. Our study,

that involved a natural language processing approach,

revealed promising results in addressing transferability

issues of the developed supervised models.

Our approach involved calculating the semantic similarity

of each forum post to the text corpora that were dynamically

created from the course instructional material on one hand,

and instructions about course logistics, like assignment

submissions etc., on the other. The developed classifiers

were able to differentiate the posts of the content-related

(CR) and logistics-related (LR) categories at a satisfactory

level. In particular, it was found that despite the difficulties in

classifying correctly the posts of the no action required

(NAR) category, the results of our statistical analysis

revealed that the starting posts belonging to the CR and LR

categories had significantly higher similarities with their

respective corpora. This observation explains the evaluation

results of the SVC classifiers on their corresponding test data.

Thus, the proposed technique, that was based on usage of

automatically produced video lectures transcripts as

instructional material for each MOOC, produced interesting

results, that may help reducing the computational and human

resources needed to build a supervised classification model.

On the other hand, the results implied that further research

should be performed on issues related to the classification of

NAR that the proposed approach failed to address.

In order to tackle the main goal of our study, we performed

a cross-course evaluation of the developed classifiers, i.e.,

we used the classifier developed for the technology course in

the humanities MOOC and vice versa. The results of this

cross-course evaluation were also quite promising, indicat-

ing that such models may be transferred across courses.

Specifically, the technology (PY-SVC) classifier had

approximately the same accepted performance on the new

course data compared to its performance with the corre-

sponding test dataset of the original course. On the other

hand, the humanities (WH-SVC) classifier displayed better

performance on the CR posts of the technology course (PY)

dataset, but worse on the LR posts. This unbalanced behavior

was interpreted via the visual framing of the WH-SVC

decision boundaries on the PY similarity scores (Fig. 10). It

was found that the different shape of the boundary between

the CR and LR categories resulted in such an unbalanced

performance. In fact, the different shape of the decision

boundaries of the two models may be an interesting attribute

that can be used in order to calculate the ‘‘semantic distance’’

between two courses. Thus, via the implementation of the

proper adjustments to the decision boundaries of a model,

such unbalanced behavior might be mitigated.

For our future research, we plan to extend the study to

more courses, with different degrees of similarity. The

objective is to further explore how the proposed approach

behaves in course domains which are more similar in terms

of subject matter, like for instance subsequent offerings of

the same course. Taking into consideration the findings of

this study, our goal is to further investigate how the deci-

sion boundaries of similar courses perform when

Fig. 11 PY-SVC decision boundaries placed on WH semantic

similarities scatterplot
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transferred and thus attempt to define a way of calculating

the ‘‘semantic distance’’ between courses of different

degrees of similarity.

An important issue that needs further exploration is

related to the asymmetric CR and LR corpora. Particularly,

the LR corpus was significantly smaller than the CR corpus

per course and further research should be conducted in order

to enrich it with more features. As we revealed in our pre-

vious study [43], LR linguistic features of the forum tran-

scriptions were found to be transferable between the

technology (PY) and humanities (WH) course. Therefore, a

possible approach would be to construct the LR corpus from

a large number of LR forum starting posts rather than use the

available documents of the MOOC platform. Finally,

another interesting future direction of research would be to

investigate ways of preprocessing the text corpora of

instructional material, in such a way to alleviate observed

similarities across courses, and thus to improve the perfor-

mance of the classifiers. Via this approach we would be able

to define a corpus structure where the extracted semantic

similarities could lead to more accurate predictions.

The exploration of how other classification methods (as

e.g., LSTM neural networks, boosting, or cost-sensitive

techniques) behave when applied on our classification

problem may provide important insights in terms of

improving the classifiers’ performance. Moreover, an

interesting future approach is to examine the performance

of these models on courses whose posts are written in

languages other than Greek in order to study the transfer-

ability of the proposed approach to different languages.

Finally, regarding the poor performance of both classi-

fiers in classifying NAR posts, the employment of cost-

sensitive techniques could potentially improve classifica-

tion results. In this study, the dataset was imbalanced with

respect to the three classes and this affected the perfor-

mance of the classifiers. On the other hand, the penalties or

costs regarding the misclassifications of each category

were different, e.g., classifying a NAR post as CR does not

have the same penalty as the opposite. Therefore, by

employing cost-sensitive techniques, we could assign dif-

ferent costs to the different types of misclassification

errors, aiming at minimizing the overall cost. These costs

could then be taken into consideration during the training

phase. The main focus of the current study was on the

exploration and interpretation of the starting posts’

semantic similarities behavior as training features and not

on ways to increase the performance of the classifiers. We

presented an extensive quantitative and qualitative analysis

regarding these features in order to achieve this goal and

the interpretation of the results provided us with relevant

insights regarding their transferability. However, in our

future research, we plan on investigating ways of

enhancing the classifiers’ performance within the same

context using, e.g., other classifiers or cost-sensitive

techniques.
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