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Abstract
Names make up a large portion of queries in search engines, while the name ambiguity problem brings negative effect to

the service quality of search engines. In digital academic systems, this problem refers to a large number of publications

containing ambiguous author names. Name ambiguity derives from many people sharing identical names, or names may be

abbreviated. Although some methods have been proposed in the decade, this problem is still not completely solved and

there are many subproblems needing to be studied. Due to lack of information, it is a nontrivial task to distinguish

ambiguous authors accurately relying on limited internal information only. In this paper, we focus on the cold-start

disambiguation task with homonymous author names, i.e., distinguishing publications written by authors with identical

names. We present a supervised framework named DND (abbreviation for Distributed Framework for Name Disam-

biguation) to solve the author disambiguation problem efficiently. DND utilizes accessible information and trains a robust

function to measure similarities between publications, and then determines whether they belong to the same author. In

traditional clustering-based approaches for author disambiguation, the number of clusters which is the amount of authors

sharing the same name is hard to predict in advance, while DND transforms the clustering task to a linkage prediction task

to avoid specifying the number of clusters. We validate the effectiveness of DND on two real-world datasets. The

experimental results indicate that DND achieves a competitive performance compared with the baselines.

Keywords Author disambiguation � Supervised � Distributed � Cold-start

1 Introduction

There are more than 7 billion people in the world. It is

common that different people share the same name. There

are even 109 people in the USA named Harry Potter!1 This

brings a tremendous challenge to the name-related tasks.

This similar scenario occurs in scientific publication man-

agement application more often, which is called the author

ambiguity problem that a large number of publications

contain common names in their author lists. These

ambiguous names belong to the same or different indi-

viduals in the real world. Due to the author ambiguity

problem, the performance of scientific and technical data

retrieval is reduced. In the era of big data, researchers need

to spend lots of time screening out useful literature for their

researches from the massive data. When searching for

references in Google Scholar, the results are numerous.
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Filtering them by custom conditions may omit important

results. When researchers lack relevant knowledge about

what they search for, identifying the quality of papers by

the citation number is usually the first choice, while this

may lead to incomplete results. High quality of author

disambiguation can benefit researchers and academic

communities in many aspects, e.g., online scientific sys-

tems can establish profiles for the authoritative authors in

various fields according to their institutions and the amount

of their publications through the author disambiguation

process. When researchers search for documents based on

author names, accurate results related to different real-

world authors can help them quickly find experts and

scholars in a certain field, as well as reproduce and follow

up their work.

Ambiguity is not existed only in online academic sys-

tems, it is a common phenomenon in people’s daily life.

For instance, some words may express different meanings

in diverse contexts. Researchers specifically proposed

solutions to this phenomenon. [1] proposed a model based

on a multilayer perceptron and long short-term memory

deep neural networks to solve the word sense disam-

biguation for Punjabi language. In visual fields, [2] pro-

posed an unsupervised learning approach to model the

distribution of pointing gestures using a growing-when-

required (GWR) network to learn in cases of ambiguities

resulting from close object proximity. Author disam-

biguation can be regarded as a branch of entity resolution

from an extensive view. It has drawn researchers’ attention

for a long time. There are many applications on this

problem, e.g., entity alignment in knowledge graphs [3],

aligning proteins in protein–protein interaction networks

[4], identifying users in different social networks [5].

Despite many approaches have been proposed to solve the

problem, there are still many issues remaining to study.

Most extant methods may be specifically designed for a

dataset and the performance becomes unpredictable when

scaling up to large-scale data.

Author disambiguation is divided into cold-start dis-

ambiguation and incremental disambiguation. Cold-start

disambiguation can be understood as clustering all publi-

cations containing ambiguous author names from scratch.

The target of this task is to split publications into different

clusters in which each cluster represents a real-world per-

son. Incremental disambiguation can be understood as

assign publications newly added to the academic system to

their corresponding author profiles. If a publication does

not belong to any of the existing author profiles, a new

profile for the author in this publication should be created.

Incremental disambiguation is regarded as the downstream

task of cold-start disambiguation. The establishment of

correct profiles is essential to this task, which depends

entirely on whether the existing publications are allocated

into correct clusters in the first place. The main challenge

of cold-start author disambiguation is the increasing liter-

ature and authors, which reduces the efficiency and accu-

racy of author disambiguation. An author’s research field

and institution may change, which leads to variations of the

author’s collaborators in different periods. These factors

can cause errors and reduce the accuracy of disambigua-

tion. Besides, if an author only publishes a few papers, it

will be difficult to extract useful information from a small

number of papers to distinguish the author from others,

which will reduce the precision of the disambiguation

process. If an author publishes a lot of papers, and the

papers cover different topics, existing methods tend to

divide them into different clusters, which reduces the recall

of the disambiguation process.

Online scholar systems such as DBLP,2 Microsoft

Academic,3 AMiner,4 etc., have applied author disam-

biguation algorithms in their databases. DBLP provides a

disambiguation page for search requests by author names.

For example, if searching for the name ‘‘Wei Wang’’ in

DBLP, users will get a pre-disambiguation list containing

over 200 ‘‘authors’’ named ‘‘Wei Wang.’’ Although DBLP

has made a preliminary distinction of publications related

to ambiguous author, its performance still has a lot of room

for improvement. While the disambiguation strategy of

Google Scholar is to require users to register and create

their own profiles, which is accurate but inefficient. These

academic databases have a fast update of data, including

previewed and published papers from international journals

and conferences, which reflect the forefront of global

academic research scientifically. However, the data scale is

quite large, their author disambiguation process does not

cover all the ambiguous records, and the precision of the

disambiguation results can still be improved. Obviously,

distinguishing who is who in abundant publications is a

challenging task. In this paper, we focus on the cold-start

disambiguation task with homonymous names, i.e., dis-

tinguishing publications written by authors with identical

names and present a supervised framework named DND

(abbreviation for DistributedFrameworkforNameDisam-

biguation), to solve the author ambiguity problem sys-

tematically and efficiently. The main contributions of this

paper are summarized as follows.

• We propose a distributed framework for author disam-

biguation in the academic literature. Its scalability is

based on the implementation of Spark.5 With the

superiority on distributed computing of Spark, DND

2 https://dblp.uni-trier.de.
3 https://academic.microsoft.com/.
4 https://www.aminer.cn.
5 http://spark.apache.org/.
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calculates the similarity between any two publications

simultaneously. Its accuracy stems from our careful

consideration and the utilization of different features in

the publication records. Various feature similarity

scores are weighted through the supervised learning.

• Differing from general clustering-based author disam-

biguation methods, our method avoids specifying the

number of clusters by transforming the clustering task

into a binomial classification task for publication pairs.

Compared with those methods involving external data,

DND depends on limited internal data to disambiguate

authors accurately.

• Compared with the state-of-the-art method which is the

backend of AMiner [6], experiment results on two real-

world large datasets demonstrate that our method can

disambiguate authors with a small number of publica-

tions whose related papers normally exist as isolated

nodes in citation networks.

The rest of this paper is organized as follows. The moti-

vation of our work is presented in Sect. 2. Section 3

introduces related work. Section 4 illustrates the definition

of the problem studied in this paper through formulations,

then follows the detailed demonstration of our method.

Section 5 reports the experiments and results. Lastly, we

conclude and discuss the future work in Sect. 6.

2 Motivation

With the continuous increment of scientific and technological

publications, author ambiguity problem has become more

complicated and difficult to solve. Because of the presence of

homophonic characters in Chinese, diverse Chinese charac-

ters may be written the same in English, Chinese names are

more likely to cause ambiguity than names in other regions.

As more Chinese researchers get their work published in

international conferences and journals, the author ambiguity

problem becomes more common.

It is necessary to establish profiles for authors who have

published a large number of papers, and newly added

publications containing the names of these authors should

be compared with their profiles first, which improves the

efficiency of incremental author disambiguation. The

obstacle for establishing profiles is the cold-start problem.

Plenty of methods have been proposed in the past decade.

AMiner [6] used representation learning to incorporate

global and local information from the context. It also

presents an end-to-end cluster number estimation strategy

to enhance the effect of agglomerative clustering. [7]

constructed three local graphs based on co-authorship and

document similarity. It leverages topological information

from networks in order to map each document into a low

dimensional vector space and generate the final disam-

biguation result by agglomerative clustering. Typical

approaches rely on information such as author affiliations,

email addresses, co-authorship, research fields, publica-

tions topics to distinguish ambiguous authors. Some data-

sets for author disambiguation are built by crawling

relevant meta-information of publications from web pages.

It is common that some information in the metadata of

publications is missing. For example, some authors’ affil-

iations are unknown, abstracts and venues of some papers

are unavailable. There is currently no perfect method for

processing data lacking necessary information. Performing

crawling for the missing data consumes additional costs, so

a few approaches claim to use only co-author names for

disambiguation [8], but this wastes other information

which has been proved to be useful for improving the

accuracy. Therefore, leveraging co-authorship as the main

evidence and taking other information such as affiliation

and venue can optimize the process of disambiguation. In

this paper, we propose a supervised framework and

implement it in a distributed way to make it extensible. Our

method extracts features from accessible information

which is the meta-information of a publication including

title, abstract, author’s name, affiliation, venue, etc., to

measure the similarities between publications. The detail of

our approach is presented in Sect. 4.

3 Related work

Author disambiguation for academic publications has

gained continuous attention from research communities for

years. Author disambiguation is regarded as a subproblem

of entity disambiguation associated with semantic search

and question and answering [9, 10]. Many related research

works have been proposed, e.g., [11] proposed a rule-based

algorithm based on word similarity or editing distance to

improve existing techniques of institution author disam-

biguation (IND). [12] proposed a method to automatically

generate labeled data using information features from

publication records. [13] presented using simulations to

study the effect of the quality of datasets produced by

different author disambiguation processes on various bib-

liometric analysis. [14] proposed a supervised method for

author disambiguation of Chinese patent inventors.

Author disambiguation in scientific literature becomes

increasingly difficult as the number of publications and

ambiguous author names keeps growing. Most previous

works formulate author disambiguation as a statistical

learning problem. However, most methods neglect the

diversity of data sources. For example, when crawling data

from academic system, some data are parsed incorrectly or

some information is lost. Several proposed methods
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disambiguate authors only rely on the overlapping of co-

author names between publications or the similarity

between authors in the co-authorship graph. Such methods

will bring errors to the disambiguation results for publi-

cations with only one author and isolated nodes. With the

rapid development of machine learning technology in the

field of artificial intelligence [15–20], many machine

learning-based methods have been proposed to replace

rule-based methods for the author ambiguity problem. In

this paper, we roughly cataloged existing methods as

machine learning-based (supervised and unsupervised) and

graph-based. It should be noted that some works combine

different types of methods, but we still classify them into

certain categories according to their main parts.

3.1 Supervised methods

In the supervised approaches, the mainstream strategy of

author disambiguation is to learn a similarity function to

measure the probability that two publications belong to the

same individual and train a classifier to generate results.

[21] implemented a dynamic approach for similarity cal-

culation based on all available data fields which creatively

included differences in author contribution and publication

year difference. [22] demonstrated the utility of word

embedding-based semantic similarity methods for author

disambiguation. [23] constructed high-qualitative training

data from lists of rare names and evidence for the relia-

bility of generated labels. [24] proposed an approach to

author disambiguation from short text that integrates two

models: entity co-occurrence and topic modeling. [25, 26]

leveraged supervised learning method to learn a pairwise

distance function between documents based on their fea-

ture vectors. [27] focused on the named entity disam-

biguation method based on context similarity. They

analyzed the description of ambiguous entities and used

context information as a prior probability to construct a

classifier model to predict the class of ambiguous entities.

According to the knowledge graph, the context of the

candidate words and the context of the ambiguous words

are mapped to the same low dimensional vector space.

LOAD [28] exploited a supervised framework to train the

similarity functions between publications, and a clustering

algorithm is further applied to generate clusters.

NameClarifier [29] quantified and visualized the similari-

ties between ambiguous names in digital libraries. The

similarities are calculated by co-authorship, venues, and

temporal information. [30] used a classifier to learn pair-

wise similarity and performed semi-supervised hierarchical

clustering to generate results. Moreover, [31] used a

Dirichlet process prior to a Normal � Normal � Inverse

Wishart data model which enables the identification of new

ambiguous entities who have no record in the training data.

[32] proposed an algorithm for pairwise disambiguation of

author names based on random forests algorithm. [33]

presented a supervised disambiguation method based on

SVM and Naive Bayes.

3.2 Unsupervised methods

In the unsupervised approaches, clustering is basically the

natural solution [25, 34–36]. [37] used semantic and rela-

tional information of papers jointly to obtain representation

of papers. Semantic embedding is trained through a

Word2Vec [38] model and relational embedding is gener-

ated from a heterogeneous network constructed by diverse

relations between papers. Then, the joint embedding will

be optimized through a variational auto-encoder. Finally,

hierarchical agglomerative clustering (HAC) is applied to

get the results. [39] proposed a hybrid framework using

internal information such as co-authorship and applying

web pages as a source of additional information. This

framework utilized hierarchical clustering method with re-

clustering mechanism to deeply process the publication

records which cannot be found in any web pages and group

them together if they refer to one person. [40] disam-

biguated author names for Chinese documents without

external data based on semantic fingerprint. This method

generated fingerprints of all publications based on their

text, co-author names, and institutions. Results are gener-

ated by comparing fingerprint similarities between publi-

cations. As for clustering tasks, there are two main

challenges needing to be addressed. The first challenge is

how to quantify the similarity. The second challenge is

how to determine the number of clusters. Most existing

researches mainly focus on the former one, while ignoring

the second by assuming the number of clusters is known

beforehand. Several existing approaches claim to use

clustering methods such as DBSCAN to avoid specifying

K. However, several density-based hyper-parameters are

still needed to be pre-specified. For determining the num-

ber of authors sharing the same name, AMiner [6] proposed

an end-to-end model that directly estimated the number of

persons (clusters) using a recurrent neural network. [41]

used a variation in X-means [42] algorithm to iteratively

estimate the optimal K by measuring clustering quality

based on Bayesian information criterion (BIC). While on

large-scale datasets, the BIC-based methods are inclined to

merge clusters together, which results in low accuracy. On

the whole, relevant approaches make efforts in two aspects

to achieve potential enhancement. The first is to measure

similarities between publications using different models

and the second is to choose applicable clustering strategies

to group publications into clusters. [43] offered an
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unsupervised Dempster–Shafer theory (DST) based on

HAC algorithm. [44] proposed an enhanced vector space

model for ambiguous authors and employed hierarchical

clustering to get results. [45] designed a system consisting

of similarity estimation and agglomerative clustering for

ambiguous names. [26] proposed a two-stage clustering

method to cluster documents by using only strong features

in the first stage and revised them by using weak features in

the second stage. [46] used blocking [25] technique to

group candidate documents with similar names together. It

learned the distance measurement between publications by

the support vector machine (SVM) and employed

DBSCAN to cluster publications.

3.3 Graph-based methods

In recent years, many researchers focus on graph-related

problems [47–49] or convert the original data into graphs

and apply graph-based models to solve the original prob-

lems [50, 51]. With the development of graph neural net-

work in recent years [52, 53], it is possible to apply deep

learning techniques on many problems relevant to

unstructured data [47, 49, 54]. Graph-based methods have

been proposed continuously to deal with author disam-

biguation since work relevant to graph started to attract the

attention of researchers. Many graph-based approaches

[55–58] are capable of utilizing graph topology and

aggregating information from neighbor nodes. [48] pro-

posed an unsupervised author disambiguation framework.

They first constructed a publication heterogeneous network

for each ambiguous name. Then, they used a heterogeneous

graph convolutional network embedding method that

encoded both graph structure and node attribute informa-

tion to learn publication representations. The results were

generated through an efficient graph enhanced clustering

method which did not require the number of clusters. [59]

constructed a graph model by using the co-author relations

and resolved name ambiguities by graph operations such as

vertex (or node) splitting and merging based on the co-

authorship. AMiner [6] proposed a representation learning

framework. It learned the global embedding of documents

by supervised metric learning and refined the embedding

through local linkage structures which projected each

entity into a low dimensional latent common space for

quantifying the similarity. They also involved human work

into disambiguation to improve the accuracy. [60] used

graph structural clustering and proposed similarity measure

to resolve ambiguous authors. [61] made use of a proba-

bilistic Markov random fields framework to solve the

author disambiguation problem of the National Natural

Science Foundation of China fund. [7] solved this problem

by learning graph embedding from three constructed

graphs based on document similarity and co-authorship.

They leveraged relational data in the form of anonymized

graphs and used a representation learning model to embed

each document in a low dimensional vector space where

author disambiguation was performed by a hierarchical

agglomerative clustering algorithm. [62] executed author

disambiguation task from timestamped link information

obtained from a collaboration network. [63] provided the

first probabilistic model to link the named entities in Web

text with a heterogeneous information network. [64]

introduced a pairwise factor graph (PFG) model called

ADANA for author disambiguation. The model is flexible

and has ability to incorporate various features. [41]

employed hidden Markov random fields to model node and

edge features in a unified probabilistic framework. They

defined a disambiguation objective function for the prob-

lem and proposed a two-step parameter estimation algo-

rithm. GHOST [8] built a document graph for each

ambiguous name by co-authorship only, while excluding

all other attributes such as email, venue, publication title,

and author affiliation. GHOST [8] employed a valid path

selection method to compute similarity between nodes and

utilized affinity propagation clustering algorithm to get the

disambiguation results.

In comparisonwith the canonicalmethodswhich learn the

embedding of publications and generate results by clustering

algorithms, our method does not require separate training

processes for different names and it only needs to compare

the new publications with the existing publications. For

example, AMiner [6] needs to build local networks sepa-

rately for diverse names based on the relevant publications.

The connection between publications depends on whether

the sum of the weights of the identical features between

publications is greater than a specified threshold. Then, it

trains on the local networks to optimize the global repre-

sentations of publications. Retraining is required when new

publications are added to the database, because the structure

of the network changes. Compared with the graph-based

methods which construct networks based on one type of

relation between publications, our method fully considers

the similarities of multiple features between publications

such as affiliation and title. For example, GHOST [8] only

utilizes co-authorship to construct networks. It may mis-

takenly regard isolated nodes in the network as different

authors. Ourmethodmakes amore reasonable judgment than

GHOST [8] on the publications lacking information of co-

authors. In general, compared with general clustering-based

methods, our method does not need to set the number of

clusters of each name in advance. Compared with embed-

ding-based methods, our method does not require separate

data for each name. At the same time, our method has the

ability to migrate to large-scale data.
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4 Methodology

We propose a supervised framework named DND and

implement it in a distributed way for solving the author

ambiguity problem in large-scale publication datasets. The

objective of DND is to predict whether any two publica-

tions belong to the same author. In this section, we briefly

describe the problem formulation in the first place, and

then discuss the design and implementation of DND in

detail. Finally, we analyze the shortcoming of DND.

DND consists of four main parts, including feature

extraction, constructing network, linkage prediction, and

group merging. An overview of DND is shown in Fig. 1.

4.1 Problem formulation

We describe the task of author disambiguation as follows.

Let a be an ambiguous name, and Pa ¼ fpa1; pa2; . . .; paNg be

a set of N publications related to a. Each publication

includes a set of attributes pai :X ¼ fx1; x2; . . .; xng including

title, abstract, co-author names, publication year, venue,

keywords, etc. We use Rðpai Þ to denote the real-world

individual of pai . So Rðpai Þ ¼ Rðpaj Þ means the authors of pai
and paj are the same person. The purpose of our framework

is to learn a function f to determine whether pai and paj are

authored by the same author, i.e, f ðpai ; paj Þ 2 f0; 1g, which
is regarded as a linkage prediction task between two pub-

lications. Given this, we define the problem of author

disambiguation as follows. We construct a publication

network Ga for a name reference a, in which vertices

represent publications and whether pai and paj are connected

depends on the output of function f ðpai ; paj Þ. Vertices con-
nected by edges in the network Ga form multiple connected

components Ca, where Ca ¼ fCa
1 ;C

a
2 ; . . .;C

a
kg. Each com-

ponent only contains publications of the same person, i.e.,

Rðpai Þ ¼ Rðpaj Þ; 8pai 2 Ca
m; 8paj 2 Ca

m; 1�m� k, and

diverse components contain publications of different peo-

ple, i.e., Rðpai Þ 6¼ Rðpaj Þ; 8pai 2 Ca
m; 8paj 2 Ca

n ;m 6¼ n.

Above contents can be described by Eq. 1.

P4

P3

P2

P1

Title: XXX
Authors: A, B, C
Venue: NerualPS
Year: 2019
Abstract:

A1 A3

A2 A4

P1 P2

P3 P4

(P1,P2)

(P1,P3)

(P1,P4)

(P2,P3)

(P2,P4)

(P3,P4)

0

1

0

0

1

0

Sorg, Scoauthor, Stext, Svenue, Syear Label

Tokenization

Punctuation Filtering

Abbreviation Converting

Word Embedding

A1 A2

A3 A4

P1 P2

P3 P4

A1 A3

A2 A4

Attributions:
Text Vector
Org Vector
Publication Year
Venue Vector

Coauthors:
D,E,F

Coauthors:
C,D,E

Fig. 1 An overview of the DND framework for author disambigua-

tion. DND first completes preprocessing and extracts features from

the raw data, then it constructs a fully connected publication network

where vertices represent publications and ‘‘dashed line’’ denotes

‘‘ambiguous’’ relation between two authors in a publication pair.

Then, DND calculates similarities between publications and predicts

the class of ‘‘ambiguous’’ edges, which is a binomial classification

task. In this stage, ‘‘solid line’’ denotes two authors are recognized as

the same person by DND. Finally, DND merges initial partitions by a

rule-based algorithm to get the disambiguation results
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ðpai ; paj ; 1Þ ) pai 2 Ca
m; p

a
j 2 Ca

m;Rðpai Þ ¼ Rðpaj Þ

ðpai ; paj ; 0Þ ) pai 2 Ca
m; p

a
j 2 Ca

n ;Rðpai Þ 6¼ Rðpaj Þ

(
ð1Þ

All the pairs whose predicted class equals 1 construct many

connected components in the publication network of the

name reference a. Each component can be regarded as a

clusterwhich only contains publications of the same identity.

4.2 Feature extraction

Data preprocessing is a pivotal prerequisite of feature

extraction. It is of service to remove noisy information to

facilitate the feature extraction from the plain text, reduce

the vocabulary for lowering the computational cost of the

disambiguation process, and improve the robustness of

learned similarity function. The data preprocessing strate-

gies we adopt are as follows.

• Because illegal characters existed in titles and abstracts

of papers and punctuation that has no effect on

semantics, we simply delete these kinds of characters.

• For the Asian names, the surname is in the first place

and followed by the given name, which is opposite to

the names in Western countries. To many Asian names,

surname and given name are reversed due to journal

requirements or personal writing errors, e.g., Wei Wang

can be seen as Wang Wei in some publication records,

which is a wrong way of writing in English but is valid

in Chinese. We correct the order of all names according

to the correspondence given in the dataset and make

them conform to the writing habits of English. Besides,

all names are converted to lowercase. Dots and dashes

in names are replaced by underlines, e.g., both ‘‘S.

Yang’’ and ‘‘S-Yang’’ are processed as ‘‘s_yang.’’

• Some affiliations contain abbreviations of particularly

common words such as ‘‘department, school, univer-

sity.’’ These words appear in abbreviated form very

often, i.e., ‘‘dept., sch., univ.’’. We revert these

abbreviated words to their full form.

After data preprocessing is completed, we extract fea-

tures of publications from the raw data. For a given pub-

lication pi authored by n authors, we define ri with 1\j\n

as the author’s reference. The features we extract from pj

and ri are shown in Table 1. We transform all the string-

type attributes except co-author names to vector by training

a Word2Vec [38] model on them.

4.3 Constructing network

The framework constructs a full connected publication

network based on the extracted features, in which vertices

represent publications and edges denote that two publica-

tions contain the same ambiguous author name. We define

the network as Ga ¼ ðV ;EÞ. V is the vertex set, and E is the

edge set. Each vertex represents a publication, and an edge

denotes ‘‘ambiguous’’ relation between two authors in a

publication pair related to the name reference a. Multiple

similarities between vertices are calculated and updated to

edges simultaneously.

4.4 Linkage prediction

Similarity function learning. The various feature similari-

ties are calculated in different ways based on the feature

types for pairs of publication records. All the similarity

scores are combined into a vector, and logistic regression is

applied to weigh diverse scores.

A feature similarity vector is composed of Stext, Sorg, Syear,

Scoauthor, Svenue. Let X ¼ ½x1; x2; . . .; xn� denotes the feature

matrix with n representing the number of pairs. Given a point

xi from X for binomial classification, the model makes pre-

dictions by applying the logistic function in Eq. 2:

f ðzÞ ¼ 1

1þ e�z
ð2Þ

where z ¼ wTxi. If f ðwTxiÞ[ threshold, wT is the feature

coefficients. The positive output is marked by 1, and the

negative output ismarked by 0. The raw output of the logistic

regression model f(z) has a probabilistic interpretation,

which is given by Pðy ¼ 1jxi : wÞ ¼ f ðwTxiÞ. It is the prob-
ability that the pair of nodes belong to the same author.

The loss function added regularization to prevent over-

fitting is defined as Eq. 3.

LðwÞ ¼ � 1

n

Xn
i¼1

½yi ln f ðwTxiÞ þ ð1� yiÞ ln ð1� f ðwTxiÞÞ�

þ k
2n

Xm
j¼1

w2
j

ð3Þ

In our approach, we calculate all kinds of similarity scores

between publications in a distributed way, including Stext,

Sorg, Scoauthor, Syear and Svenue. The description of similarity

scores is shown in Table 2. As shown in Eq. 4, Stext, Sorg,

Svenue are calculated by cosine similarity measurement.

Table 1 Features of each publication

Feature Description

pj:text Vector of title and abstract

ri:org Vector of affiliation

pj:coauthors Array of co-authors’ names

pj:year Year of publication

pj:venue Vector of venue
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Considering that authors tend to concentrate on a fixed

research field and publish at several focused conferences/

journals intensively in a specific period, we define a

function shown in Eq. 5 to calculate Syear, where c is a

hyper-parameter and we set it to 10 empirically. According

to the formulation of Syear , the bigger the publication year

difference, the smaller the Syear is, which conforms to the

assertion that an author appears more likely in a specific

period. In other words, Syear is inversely related to the

publication year interval of two publications. Svenue is the

venue similarity. We consider the venue similarity based

on a hypothesis that an author tends to publish publications

on journals or conferences in similar fields. Subjects of

publications cannot be inferred only from venues, so we

summarize the text (title and abstract) of all publications

published on different venues and establish a mapping

from venues to vectors of text related to venues. (i.e., the

text is transformed to a vector as the representation of the

venue through a Word2Vec [38] model.) We use St to

denote Stext, Sorg, Svenue. The calculation equations for each

similarity score are shown from Eqs. 4 to 6.

StðVi;VjÞ ¼
Vi:t

TVj:t

kVi:tkkVj:tk
;

where kVi:tk ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Vi:tTVi:t

p
and t 2 ftext, org, venueg

ð4Þ

SyearðVi;VjÞ ¼ exp �jVi:year� Vj:yearj
c

� �
ð5Þ

ScoauthorðVi;VjÞ ¼ jaccardðVi:coauthors;Vj:coauthorsÞ
ð6Þ

Similarity scores shown in Table 2 on every edge form a

feature vector as the input of the logistic regression model

to predict the class of the edge.

Binomial classification. For each pair of publications,

the predicted class being 1 means they belong to the same

author, while the predicted class being 0 means they belong

to the different authors.

Additionally, the classification algorithm can be

replaced by other feasible algorithms, e.g., Support Vector

Machine and Random Forest. Because some publications

lack the author’s organization, publication venue, and other

information, the feature similarity vectors of these publi-

cations will contain zero values. We can use the kernel-

based support vector machine algorithm to further explore

the association between different features and improve the

accuracy of classification for similarity vectors without

zero values. This will be our future work.

4.5 Group merging

The precision of initial results generated from the former

steps is desirable, while the recall is low, which indicates the

purity of clusters is high but some publications belong to the

same person are split by mistake. So we designed some rules

to merge clusters. The purpose is to make the difference

between clusters as large as possible, and the difference

between elements in the cluster as small as possible. The

main rule is to merge clusters according to the number of

identical author names between any two clusters. If the

number of co-occurring authors in two clusters equals or

exceeds the hyper-parameter k, these two clusters will be

merged. Generally, when the number of papers increases, we

also need to adjust the value of k. In our experiments, the k is

set to 3 empirically. For publication records missing some

information, we flexibly use remaining accessible informa-

tion to group them accurately. For example, regarding the

publication records that lack information about the authors’

Table 2 Similarities between publications

Similarity Description

Stext Cosine similarity of text vectors

Sorg Cosine similarity of author’s organization vectors

Syear Similarity of publication years

Scoauthor Jaccard similarity of co-authors

Svenue Cosine similarity of venue vectors
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affiliations and publication venues, DND can still complete

the disambiguation process by measuring the co-author

similarity and text similarity between them.

4.6 Discussion

Essentially, the objective of DND is to determine whether

two publications are authored by the same person based on

multiple feature similarities. We assume that an author

usually does researches in a fixed institution with a small

number of consistent authors for a period of time and

publishes papers in journals and conferences in similar

research fields. But there are extreme situations in real life,

i.e., a researcher’s affiliation and research field may

change. The establishments of author profiles and addi-

tional human constraints are needed for such situation.

DND struggled when dealing with such cases, and we take

solving the dilemma as our future work.

5 Experiment

All code and data used in this work are publicly available.6

In this section, we evaluate the performance of our method

and the baselines on two real-world publication datasets

which are significantly larger (in terms of the number of

publication records) and more challenging (each name is

related to much more authors) than others. Extensive

experimental results manifest that our method can effec-

tively and accurately complete author disambiguation in

large-scale datasets in comparison with the baselines. In

this section, we first give a brief introduction of the datasets

and describe the detail of our baselines. Then, we discuss

the experiment settings including evaluation metrics and

the process of training the classifier. Finally, we verify the

robustness and validity of the learned similarity function

through experiments and discuss the scalability of our

model by analyzing the experiment results.

5.1 Baselines

We compare DND with the state-of-the-art method [6] and

two rule-based methods to systematically evaluate the

performance of DND. Additionally, we combine our

method with [6] and conduct experiments. We also mask

some information in the datasets randomly to inspect the

ability of different methods to identify authors with

incomplete information of publication records.

AMiner[6]: There are four main stages in the frame-

work proposed by [6]. The first stage is extracting all dif-

ferent types of information as features of an author in a

publication, such as title, abstract, affiliation, venue, key-

words, then it learns the global embedding of publications

by training a Word2Vec model. In the second stage, instead

of using contrastive loss to enforce positive pairs to a single

point, AMiner [6] used triplet loss to make documents with

the same identity to reside a manifold. The embedding

function trained in this stage can further refine the global

embedding. A triplet is extracted for the publications of

each author reference. A triplet consists of an anchor node,

a positive node, and a negative node. The anchor node and

positive node belong to the same author, and the anchor

node and negative node belong to different authors. Then,

it uses a graph auto-encoder (GAE) to refine the embedding

from both global and local context. They define the linkage

between two publications when the sum of IDF value of the

common features shared by them is over a threshold. The

input of GAE includes a nodes embedding matrix and an

adjacent matrix. The GAE consists of a node encoder and

an edge decoder. The node encoder produces a refined

embedding of the original node embedding, and the edge

decoder predicts edges according to the generated embed-

ding. The objective of GAE is to minimize the recon-

struction error between the predicted ~A and the original

adjacency matrix A. Finally, it utilizes hierarchical

agglomerative clustering to get the disambiguation results.

Rule-based methods: We conduct two kinds of rule-

based methods as the baselines. The first method is clus-

tering publications that depends on the number of common

co-authors between different clusters, which is marked by

Rule (co-author). As for the second method, we construct

local linkage graphs by connecting two documents when

their affiliations are strictly matched, which is marked by

Rule (org). The clustering is obtained by simply parti-

tioning the graph into connected components. The rule-

based methods take publication records set Pa where a is a

name as the input. The first step of Rule (org) method is

taking each publication as an initial cluster. The second

step is merging clusters with the same affiliation about

author a. Clusters that do not have the same affiliation

about author a as other clusters still remain separated. For

each cluster whose publications lacking organizations of

author a, calculate the number of identical co-authors

between it and other clusters and merge it with the cluster

which has the largest number of identical co-authors

compared with itself. The affiliations of author a in the

final generated clusters should be different. As for the Rule

(co-author) method, take one publication of name a as a

cluster in the beginning. Then, perform an iterative oper-

ation that counts the number of identical co-authors

between each publication and existing clusters for all

publications. Lately, add the publication to the cluster

which has the largest number of identical co-authors
6 https://github.com/xxx/xxx.
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compared with itself. If there is no same co-author between

the publication and existing clusters, take the publication as

a new cluster. At last, each cluster is regarded as a real-

world person.

5.2 Datasets

We assess our method on two publicly available datasets.

The Dataset-1 is the same as [6] used. The Dataset-2 is

from a author disambiguation competition held by bien-

data.7 Notably, although there are incorrect labels to

authors in the datasets, the experiment still reflects the

effect of the methods since we use the same data for

training and testing. There are also some publication

records in the datasets missing some information, such as

affiliation, venue, and abstract. The missing ratio of dif-

ferent types of information is shown in Table 3. Thus, the

evaluation results are significantly different for the two

datasets.

Dataset-1. The Dataset-1 consists of 203,078 scientific

publications from 1,121,831 authors. We take the data of

200 names for training and the data of 100 names for

testing.

Dataset-2.The Dataset-2 consists of 286,749 scientific

publications from 5,398,890 authors. We take the data of

100 names for training and the data of 50 names for testing.

The statistical information of the datasets is shown in

Table 4. Obviously, the averages of authors and papers are

quite large, which indicates the author ambiguity problems

in the two datasets are acute and challenging.

5.3 Evaluation settings

Evaluation metrics. To more accurately assess the effec-

tiveness of our proposed framework, we use two common

evaluation indicators to evaluate our experimental results.

Besides Pairwise Macro F1 used by most aforementioned

works, we also evaluate our experiment results by Pairwise

Macro F1. Here, we briefly introduce the difference and

calculation process of these two indicators.

In the multi-class classification task, the final precision

and recall of Macro F1 are computed based on the mean

precision and recall of all classes, and the Macro F1 score

is computed based on these two values.

As for Pairwise Micro F1, the final precision and recall

are computed based on the total correct predicted pairs

(TP), wrong predicted pairs (FP), and not found pairs (FN)

of all classes. The Pairwise Micro F1 can accurately

evaluate the model effect when the number of samples of

different categories varies greatly. Because the numbers of

publications related to diverse author names are greatly

different, using the Pairwise Micro F1 for evaluation can

better reflect the effect of our model.

PairwisePrecision ¼ #PairsPredictedCorrectly

#PairsPredicted
ð7Þ

PairwiseRecall ¼ #PairsPredictedCorrectly

#Pairs
ð8Þ

PairwiseF1 ¼
2� PairwisePrecision� PairwiseRecall

PairwisePrecisionþ PairwiseRecall

ð9Þ

Training the classifier. Every piece of the training data is

composed of a label and a feature vector where each

dimension is a kind of similarity score. The training data

are generated from the publication pairs related to the

sampled author names. These pairs can be divided into

positive and negative pairs. Positive means that two pub-

lications belong to the same author, and negative means

two publications belong to different authors. Negative pairs

take a large proportion in the training data and many fea-

ture vectors are composed of lower similarity scores, while

some negative pairs contain vectors composed of high

similarity scores. The classifier should be able to cope with

the interference caused by such pairs, so we utilize

K-means clustering to divide the training data into two

groups and sample data from the group in which each

example consists of feature vector with higher value.

Because a portion of publication records lack some

information, feature vector related to these publication

records will have zero values in corresponding dimensions.

If the predicted labels of these pairs are 1, it will interfere

with the model training process, so we filter out such pairs.

Besides, since the number of negative pairs is generally

greater than the number of positive pairs, we randomly

sample from remaining negative pairs to avoid overfitting.

Table 3 Information missing ratio

Org (%) Venue (%) Abstract (%) Year (%)

Dataset-1 0.88 0.00 1.39 0.00

Dataset-2 31.71 3.99 36.30 0.25

Table 4 Statistics of the datasets

#Authors/name #Papers/name

Dataset-1 63.99 351.29

Dataset-2 100.46 940.10

7 https://www.biendata.com/competition/aminer2019/.
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For hyper-parameter tuning, we apply TrainValida-

tionSplit to optimize RegParam (parameter for regular-

ization, in range [0.01, 0.1]).

5.4 Results

AMiner [6] proposed a cluster number estimation method

based on RNN. For simpleness, we skip the process of

cluster number estimation and set the number of clusters to

the real number of authors. Notably, DND transforms the

clustering task to a linkage prediction task which is a

binomial classification task, so our proposed method does

not require to specify the cluster number previously.

As shown in Tables 5 and 6, the performance of our

method is close to or better than other baselines. Obvi-

ously, our approach has achieved a higher level of balance.

In Table 5, indicators of [6] drop slightly compared with

those shown in their paper. The reason is that we do not

filter authors with less than five publications while [6] did

in their experiments. As Tables 7 and 8 show, DND

achieves a better performance on disambiguating names

related to a large number of publications and authors

(#Publications� 300;#Authors� 50). However, the

effect of our method for disambiguating the authors of the

abbreviated names may be reduced, because the ambiguity

of such names is more complicated. An abbreviated name

may correspond to different names in reality, which

undoubtedly increases the difficulty of the problem. For

example, ‘‘D. Johnson’’ might be the abbreviation of

‘‘Daniel Johnson’’ or ‘‘David Johnson.’’ On the whole, our

method (DND) outperforms the baselines in terms of

Macro F1 score (?42.60% over AMiner [6], ? 5.4% over

Rule (co-author) and ? 153.88% over Rule (org) relatively

on the Dataset-1. ? 8.53% over AMiner [6], ? 105.71%

over Rule (org) relatively on Dataset-2) and Micro F1 score

(?53.55% over AMiner [6], ? 15.11% over Rule (co-au-

thor) and ? 181.75% over Rule (org) relatively on the

Dataset-1. ? 29.93% over AMiner [6], ? 42.78% over

Rule (co-author) and ? 140.24% over Rule (org) relatively

on the Dataset-2). We also conducted an ablation study to

evaluate the effect of group merging. The result that DND

outperforms DND w/o merging in terms of Macro-F1 (?

8.53% on Dataset-1, ? 33.75% on Dataset-2) shows that

group merging of DND takes positive effect on the process

of disambiguation.

Notably, although the Rule (co-author) obtained the

highest macro-pR, macro-pF1, and micro-pR on the

Dataset-2, it got the lowest macro-pP and micro-pP among

all the methods. Since the name ambiguity problem of the

Dataset-2 is more complicated than that of the Dataset-1,

i.e., the average number of authors corresponding to each

name is significantly more than that of the Dataset-1,

identifying ambiguous authors only depending on co-

author co-occurrence may group a large number of publi-

cations written by different authors into one cluster mis-

takenly. However, DND obtained the highest pairwise

precision on the Dataset-2 (both macro and micro) by

considering multiple features of publications to avoid the

limitation of leveraging only co-author co-occurrence to

identify ambiguous authors.

Masking information. We also tested the performance of

our method for identifying ambiguous authors with infor-

mation missing. We randomly selected papers in the

Dataset-1 and blocked one or two types of information at a

time according to a fixed ratio. The results indicate that our

method still achieves competitive performance when a

large portion of affiliation and text (title and abstract)

information is missing. The experimental results also prove

that our method can use affiliation, text, and other infor-

mation to improve the accuracy. The results are shown in

Table 9. Under the masking information setting, the F1

score of all methods declined, but the performance of DND

is still maintained at a higher level than that of AMiner [6].

Compared with the experimental setting of masking

information, the precision of DND w/o merging under the

setting of no masking dropped a little, while the recall and

F1 score were higher. This is because DND will utilize

remaining accessible information when some information

is missing, which may lead to an improvement of precision.

For example, when lacking organization information of

authors, DND depends on co-author similarity and text

similarity between publications more to disambiguate

authors. Publications with similar co-authors are likely to

belong to the same author, but publications with low co-

author similarity may not necessarily belong to the same

author. This may increase the precision but reduce the

recall, resulting in a significant decrease in the F1 score.

Evaluation of the similarity function. In order to further

evaluate the accuracy of the similarity measure function

obtained by the logistic regression model, we project the

probability of predicted class equaling 1 for each publica-

tion pair into a similarity matrix. We take the similarity

matrix as the input of affinity propagation (AP) algorithm.

The results in Table 10 show that the F1 score and recall

obtained by AP clustering are close to DND, but the pre-

cision is significantly lower than DND, indicating that the

feature weights obtained by training are effective.

Embedding analysis. In order to further evaluate the

utility of DND, we project the embedding of documents

generated by Word2Vec into a two-dimensional Euclidean

space which can be easily visualized. Figure 2 shows the

t-SNE plot of the embedding of a publication set where

each point is a publication record. In Fig. 2a, the color of a

point denotes the corresponding ground truth cluster, while

in Fig. 2b, c, the color denotes the cluster predicted by

author disambiguation approaches.
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Table 5 Experiment results on

the dataset-1
Method Macro-pP Macro-pR Macro-pF1 Micro-pP Micro-pR Micro-pF1

AMiner [6] 77.52 32.49 45.79 83.77 31.39 45.67

Rule (co-author) 68.35 56.65 61.95 63.06 58.92 60.92

Rule (org) 81.47 15.27 25.72 83.99 14.61 24.89

DND w/o merging 80.88 53.27 64.24 80.35 62.31 70.19

DND 78.22 56.04 65.30 75.64 65.37 70.13

The optimal value of each column is bolded

Table 6 Experiment results on

the dataset-2
Method Macro-pP Macro-pR Macro-pF1 Micro-pP Micro-pR Micro-pF1

AMiner [6] 72.34 47.08 57.03 72.01 15.29 25.22

Rule (co-author) 58.70 66.15 62.21 14.90 49.96 22.95

Rule (org) 83.74 18.34 30.09 79.21 7.46 13.64

DND w/o merging 88.69 31.30 46.28 82.17 16.01 26.81

DND 79.96 50.50 61.90 47.17 25.11 32.77

The optimal value of each column is bolded

Table 7 Experiment results of five sampled names on dataset-1

Name #Pubs #Authors DND AMiner [6]

Macro-pP Macro-pR Macro-pF1 Macro-pP Macro-pR Macro-pF1

Dandan Zhang 347 130 76.72 48.56 59.47 61.37 23.30 33.78

Yang Shen 700 157 80.48 43.27 56.28 68.04 20.62 31.65

Jing Luo 682 174 68.26 42.97 52.74 56.69 18.52 27.92

Lei Song 879 159 55.09 86.13 67.20 61.23 33.27 43.12

Jie Jiang 689 115 70.67 51.39 59.51 61.73 27.56 38.11

Table 8 Experiment results of five sampled names on dataset-2

Name #Pubs #Authors DND AMiner [6]

Macro-pP Macro-pR Macro-pF1 Macro-pP Macro-pR Macro-pF1

Di Wang 1425 112 99.34 56.94 72.39 60.95 48.90 54.26

Bin Yao 1340 83 87.60 57.20 69.21 83.96 31.25 45.55

Hong Li 3481 283 78.56 42.33 55.01 53.42 23.19 32.34

Bo Shen 1797 57 47.85 81.27 60.23 84.48 46.90 60.32

Feng Gao 2663 92 69.22 65.80 67.46 67.33 46.97 55.34

Table 9 Experimental results on the dataset-1 of masking information

Mask Conf. DND w/o merging DND AMiner [6]

Macro-pP Macro-pR Macro-pF1 Macro-pP Macro-pR Macro-pF1 Macro-pP Macro-pR Macro-pF1

80% org 83.07 48.33 61.11 80.09 52.31 63.29 76.03 31.49 44.54

80% text 83.45 46.39 59.63 80.38 51.32 62.64 76.49 30.70 43.82

No masking 80.88 53.27 64.24 78.22 56.04 65.30 77.52 32.49 45.79
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Combining DND with Zhang et al. AMiner [6] first

extracted the relevant attributes of records and added cat-

egory tags for them, then trained a Word2Vec [38] model

to obtain the global vector representations of publication

records. Secondly, they sample triples which are composed

of an anchor node, a positive node, and a negative node

from the training data. Each node represents a record.

Positive and negative are defined by whether they belong to

the same author as the anchor node does. The purpose of

triplet training is to find a boundary to make the embedding

of papers to a real person as close as possible, and the

embedding of papers to different people as far as possible.

Lately, they use a graph auto-encoder to further optimize

the learned representation of papers and finally get dis-

ambiguation result by agglomerative clustering. The input

network of GAE is constructed according to the feature

similarity defined by the sum of IDF values of common

features in two publications. That is, when the summing

IDF value of the common feature between two publications

exceeds a threshold, they will be connected by an edge. We

replace the edges with our predicted edges and remove the

triplets training stage. The results displayed in Table 11

show that our strategy makes the performance of AMiner

[6] significantly improve on Dataset-1.

5.5 Scalability

In this section, we explain why our model is suitable for

solving the name ambiguity in large-scale scientific pub-

lication datasets. We implement our framework on Spark

and Python, respectively. The Spark cluster we built for

experiments consists of five nodes. Each node has a

Intel(R) Xeon(R) CPU E5-2650 v3 @ 2.30GHz and 128G

RAM. With the advantage of distributed computation, the

program of our method on Spark has a better performance

on effectiveness than that of Python. In our model, the

publication network for each specified name is constructed

by Spark GraphX which is recognized as an effective

distributed graph calculation tool. Multiple similarities

between nodes are calculated by MapTriplets function

which takes effect on every edge independently and syn-

chronously, then we utilize a logistic regression model to

Table 10 Evaluation of learned feature weights

Method ma-pP ma-pR ma-pF1

DND 78.22 56.04 65.30

Affinity propagation w/o merging 69.00 57.72 62.86

(a) Ground Truth (b) AMiner [6] (F1: 68.53%) (c) DND (F1: 77.40%)

Fig. 2 t-SNE visualization of the embedding space on a publication set associated with a name reference. Each color represents an individual

ground-truth cluster in (a), while each color in (b), (c) represents a predicted cluster

Table 11 Results of combining DND with Zhang et al

Method Dataset-1 Dataset-2

ma-pF1 mi-pF1 ma-pF1 mi-pF1

Zhang et al. 45.79 45.67 57.03 25.22

Zhang et al. w/ DND 59.63 76.84 48.48 25.80

The optimal value of each column is bolded

Fig. 3 The running time of DND in different quantities of cores. The

running time of DND decreases significantly with the increase of

cores in the cluster, and it is less than the running time of the program

of AMiner [6] which only runs on a single machine
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predict the labels of edges. By filtering edges with label

equaling 0, nodes connected by edges with label equaling 1

are composed of many connected components and each

component represent an author. Lastly, a rule-based group

merging algorithm is applied to fine-tune the disambigua-

tion result. The similarity calculation and binomial classi-

fication are conducted in parallel. The trend of running

time on different quantity of cores is described in Fig. 3.

Since the program of [6] runs on a single machine, it is

time-consuming for large datasets. It takes over 200 min-

utes for [6] to finish the whole disambiguation process on

one machine in the Spark cluster. Compared with its run-

ning time, our model is more time-saving and has better

performance when running on a distributed cluster, which

can be seen from Fig. 3. It only takes 81 minutes for DND

to disambiguate all the sampled ambiguous names in the

Dataset-1 when our approach runs on a cluster containing

five workers which have 180 cores, which is significantly

faster than AMiner [6]. All in all, our model can be applied

to large-scale scientific publication datasets benefiting from

distributed computation technology, which is an advantage

compared with other methods.

6 Conclusion

In this paper, we aim at the cold-start author disambigua-

tion problem and focus on overcoming the shortcomings of

existing methods for author disambiguation, i.e., they are

not effective to disambiguate authors who only publish a

few papers. Besides, they do not take full advantage of all

available features in the publication records to disam-

biguate authors. We propose a framework which extracts

multiple features in publication records and learns a robust

similarity function to measure similarities between publi-

cations. We implement this framework through Spark, so it

has the advantage of distributed computing. Our frame-

work is capable of handling the author ambiguity problem

in large-scale datasets efficiently. We compare our method

with several baselines, and the results demonstrate that our

framework is competitive in accuracy and scalability. We

plan to involve more human constraints and exploit

implicit information to improve the disambiguation process

as the future work.
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