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Abstract
There is a growing interest in the offering of novel alternative choices to users of recommender systems. These recom-

mendations should match the target query while at the same time they should be diverse with each other in order to provide

useful alternatives to the user, i.e., novel recommendations. In this paper, the problem of extracting novel recommenda-

tions, under the similarity–diversity trade-off, is modeled as a facility location problem. The results from tests in the

benchmark Travel Case Base were satisfactory when compared to well-known recommender techniques, in terms of both

similarity and diversity. It is shown that the proposed method is flexible enough, since a parameter of the adopted facility

location model constitutes a regulator for the trade-off between similarity and diversity. Also, our work can broaden the

perspectives of the interaction and combination of different scientific fields in order to achieve the best possible results.
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1 Introduction

The development of the Internet has resulted in an overload

of data and users often find it difficult to extract informa-

tion that best corresponds to their preferences or needs.

Thus, recommender systems became part of life since they

can manage and process the available information in order

to filter the redundant part and extract useful knowledge

[57]. Recommender systems aim to reduce complexity in

human life through selecting from a very large amount of

information the part that is relevant to the active user [44].

Thus, their applications can be found in different aspects of

everyday life such as health [71], music [19], movies [27],

travel [25, 67], and e-learning [12].

There are some major types of recommender systems

that have been studied in the literature, such as the content-

based systems (CBS), the collaborative filtering (CF)

approaches, the knowledge-based systems (KBS), as well

as hybrid approaches. Case-based systems that are studied

in this paper constitute a subclass of knowledge-based

systems (KBS). More specifically, the primary components

of case-based systems are:

• a data base of previously solved problems along with

their solutions

• the user query which specifies the needs and prefer-

ences of the user in the form of attribute-value pairs

• a similarity function which estimates how the user’s

query matches the cases of the case base and thus, the

cases of the retrieval set [63].

Case-based recommender systems have been used in the

literature in order to provide recommendations concerning

different aspects of everyday life. For instance, case-based

recommender systems have been used in heart disease

diagnosis [58], wealth management services [50], educa-

tion [14], music services [40] and so on.

The recommendations have to be quite similar to the

inserted query, but also they have to be different to each

other in order to provide diverse options to the user

[35, 68, 77, 78], since users may get bored after receiving

many recommended objects under the same topic. In [17]

the diversity in the recommendation procedure was

described as the opposite of similarity. In fact, the diversity
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of a recommendation list provides significant value to the

user, by offering solution to over-fitting. It has been shown

that the diversity of proposed results increases the level of

satisfaction of the target user. This derives from the fact

that different objects which match the user’s requirements

and preferences offer a great range of options. However,

the most common problem in the study of recommender

systems is the trade-off between similarity and diversity.

In this work, we apply a facility location model to

improve the similarity–diversity trade-off in case-based

recommender systems. The basic components of a facility

location model are the demand points, the facilities that can

serve these demand points and a distance function that

represents the distance between each facility and each

demand point. More specifically, this model solves the

multiple p-median problem, which takes as input a distance

matrix and aims to select p facilities in such a way that they

can serve each demand point at least mc times and the total

distance between these facilities and the demand points is

the minimum possible. To the best of our knowledge, the

application of this location model to case-based recom-

mender systems has never been studied in the literature

before. In that sense, our work can broaden the perspec-

tives of the interaction and combination of different sci-

entific fields in order to achieve the best possible results.

We evaluate the proposed approach by using a recom-

mender system that offers alternative choices in order to

propose diverse travel recommendation plans to users, by

selecting a specific number of cases from the Case Base

that match the user’s requirements and preferences

expressed in the target query. An important characteristic

of the proposed approach is that a specific parameter of the

facility location model constitutes a regulator for the trade-

off between similarity and diversity of the recommendation

set.

2 Background

2.1 Trade-off between similarity and diversity

Usually accuracy constitutes an evaluation measure of

recommendation algorithms. However, it has been stated

[33, 66] that accuracy is not enough and user satisfaction in

terms of the recommendation list depends on other factors

as well. This derives probably from the fact that when the

accuracy and similarity of the recommended objects to a

given query are high, it is possible that the objects are

similar with each other as well and thus diverse choices are

not really offered to the user.

Therefore, the recommendation list should contain items

that are similar to the user inserted query, but are also

significantly diverse to each other at the same time. The

diversity is a relatively new term and was first described in

[17]. In a survey about query result diversification it is

stated that diversity contributes to less simplistic results

and can bring new information not previously mentioned

[76]. Also, since the users’ queries are sometimes

ambiguous, diversity can be used in order to provide results

with varying information that may satisfy the users’ true

intentions.

Even though there are many studies on the trade-off

between similarity and diversity in the field of collabora-

tive filtering recommender systems, the corresponding

studies in case-based recommender systems are quite a few

[17, 35, 46, 51, 68]. In [17] a greedy selection algorithm is

proposed to address the problem of diversity in case-based

recommender systems. However, this method is inefficient

and in [68], a bounded version of the algorithm was pro-

posed. This improved version first selects a certain number,

say b, of items that are the most similar to the target query

and then applies the initial greedy selection algorithm to

these b items rather than to the entire initial set of items.

However, as b approaches the size of the original set of

items, the complexity of this version of the algorithm

approaches the complexity of the greedy selection method.

In [46] the authors present a retrieval method that offers

similarity-preserving increases in diversity. In small

retrieval sets the increase in diversity is slightly less than in

[68] where the similarity though is not fully maintained.

They concluded that the similarity-preserving ability of the

algorithm in the increases of diversity, depends on the

similarity measure that is used. Another more recent

algorithm was proposed in [35]. The trade-off between

similarity and diversity is represented as a quadratic pro-

gramming problem. The results were obtained with a

slightly worse computational time complexity than in [68].

In [51], the proposed recommender system evaluates the

users using specific demographical and financial attributes

and proposes diverse and personalized investment portfo-

lios, by combining case-based reasoning along with a

diversification strategy.

2.1.1 Optimization methods applied in recommender
systems, in general

Most works in the literature related to diversity enhance-

ment in recommendation lists refer to collaborative filter-

ing approaches [1, 2, 6, 7, 13, 22, 38, 41, 74, 79] rather than

to case-based approaches. In collaborative filtering the

preferences of users about several items are expressed in

the form of ratings. The input data matrix consists of users

and items with their corresponding ratings. The CF systems

recommend a list of items to a user based on a prediction

about her possible preference on these items by taking into

account the ratings of other users with similar preferences,
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i.e., expressed by items that both liked in the past. The

trade-off between similarity and diversity is also a problem

in collaborative filtering recommender systems. In [74] the

competing objectives of diversity maximization in the

retrieved recommendation set and the maintenance of

adequate levels of similarity to the user query are modeled

as a binary optimization problem. In [60] a ranking method

was proposed that improves the overall recommendation

diversity by taking into account the diversity impact of

each item on the final recommendation set. In [22] more

diverse recommendations were offered through the calcu-

lation of category correlations and in [1] the diversity was

increased by avoiding showing items of the same category.

The authors in [26] considered the effect of recommender

systems on the diversity of sales and used Gini coefficient

to measure sales diversity.

Optimization techniques can find an optimal or near-

optimal solution with low computational effort. Heuristic

optimization methods have been used in recommender

systems since they can explore and analyze large quantities

of data. There are many data mining techniques used in

recommender systems since they can handle large data-

bases, discover patterns and provide personalized sugges-

tions to the users based on their preferences. Such

techniques are the association rule mining [21] and clas-

sification methods based on decision trees [37]. In both

studies, customer data regarding product purchases have

been used as input tables. Other data mining techniques

employed in the recommendation process are the k-nearest

neighbor or a weighted version of it which selects only

significant nearest neighbors [7] with an input table of

users’ ratings about movies, clustering and so on. The use

of clustering in recommender systems can be found in

many recent works, since it can improve the diversity of

the proposed results. All these works focus on the collab-

orative filtering recommender systems where the input data

consist of a user that has rated (or selected) a set of items

and the system tries to recommend a series of items that the

user might be interested in because other users with similar

interests have already selected them. In [75] and [43] the

input table, deriving from the well-known MovieLens

database, and in [13] from the Netflix database [9], which

are both widely used in collaborative filtering, contains

users that have rated items. In [75], the items that define the

user’s profile are grouped based on their similarity and the

recommendation is executed not on the entire user profile

but on the clusters. In [13] a set of items that are similar to

the representative items of the clusters is retrieved. In [6]

where the input table contains ratings about items, the

recommendation list consists of items that are selected

from different clusters in order that the diversity is maxi-

mized without decreasing accuracy. A tunable parameter is

employed that regulates diversity levels of the

recommendation list. The nearest-neighbor algorithm that

is presented in [43] improves the aggregate diversity of the

recommendation list since it uses multi-dimensional clus-

tering in order to propose clusters of items to the user.

The application of neural network techniques in rec-

ommender systems is also proposed in the literature. A

neural network, which is characterized by a parallel dis-

tributed architecture, contains entities that are connected,

processes information, has the capacity of learning and

performs difficult computational tasks [36]. In [32] where

the input table consists of users and ratings from Movie-

Lens database and Pinterest, a nonlinear neural network

model is applied in the field of item-based collaborative

filtering which can distinguish the selected or rated items in

the user’s profile that are more useful for making a pre-

diction. Some other examples of the incorporation of neural

networks in the field of recommender systems can be found

in [23, 34, 42, 54].

In [5], the authors use for the offline evaluation of their

proposed method input tables from the MovieLens data-

base consisting of users and ratings. A greedy algorithm

tries to maximize a diversity-weighted utility objective

function. In [62], through the use of the same database as in

[5], the recommendation process is treated as a multi-ob-

jective problem where several recommendation methods

are combined in order that accuracy and diversity are

optimized.

In [3], the authors refer to the application of multi-cri-

teria optimization approaches to recommender systems

where a decision maker is directed to choose the best

option by taking into account competing criteria. The

authors suggest that Data Envelopment Analysis (DEA),

which is widely used in operational research, might be

applied to multi-criteria recommender systems. This

method can suggest to the user a reduced set of items that

have the best ratings across all criteria among the candi-

dates. However, this method has not been studied yet in

real or synthetic data, so its effectiveness is unknown.

In [30] the authors employ the maximum coverage

problem from the facility location field in order to make the

recommendation. They use an existing greedy algorithm in

logged sales data in order to solve the location problem and

they try to show that their maximum coverage list which is

further enhanced by the use of product associated recom-

mendations is better than the best-seller list which contains

the most popular products of an e-commerce site. How-

ever, the experiments gave a slight difference of around

10% between the two lists. They also measured the

diversity of the proposed recommendation list in terms of

categories and not in explicit values. Their input data are a

list of customers’ ID, a time stamp and a list of products for

each of them. Thus, their type of recommendation cannot

be categorized as case-based. The input data are similar to
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an input table of collaborative filtering recommendation

although the evaluation methodology is different.

As a result, to the best of our knowledge, the application

of a location problem to case-based recommender systems

in order to control the trade-off between diversity and

similarity, has not yet been proposed in the literature. The

multiple p-median problem is characterized by a specific

parameter which can control the level of diversity in the

recommendation list and thus handle the aforementioned

trade-off.

2.2 Multiple p-median problem

In this subsection, we give a brief overview of the facility

location problem which we applied to recommender sys-

tems, namely the multiple p-median problem (MPMP). It is

an extension of the well-known p-median problem, which

was introduced in [29].

In general, the basic components of a facility location

problem are the demand points, the facilities that aim to

serve these demand points and a distance function that

represents the distance between each demand point and

each facility. Given a specific distance threshold, a demand

point can be served by a specific facility if the corre-

sponding distance of this demand point from the facility is

less than the threshold.

The MPMP focuses on the possibility of service of a

demand point more than one times, expressed by a

parameter (mc). It can be applied in various situations

where it may be necessary to provide backup facilities that

can cover the demand in case the primary facility assigned

to a demand point becomes unavailable.

For example, since uncertainty is inherent in real-life

applications, the primary facility, due to weather, labor

actions, electricity problems and other factors, may not be

able to satisfy the demand. Thus, it is important to have

alternative facilities that can cover the demand in a way

that minimizes the cost while also hedging against failures

The objective of the problem is to select p facilities

represented by columns in order to serve each demand

point at least mc times, each time from a different facility.

The facilities have to be selected in such a way that the

total distance between demand points and facilities is the

minimum possible. The formulation of the MPMP requires

defining first some variables and parameters.

xij ¼
1; if demand point j is served by a facility at site i

0; otherwise

�

yi ¼
1; if a facility is located at candidate site i

0; otherwise

�

The available facilities are defined by parameter p and mc

represents the number of times a demand point should be

served. The value dij indicates the distance between the

facility i and the demand point j.

Thus, the formulation of the MPMP is the following:

Minimize
X
i2I

X
j2J

dijxij ð1Þ

subject to
X
i2I

xij �mc; 8j 2 J ð2Þ
X
i2I

yi ¼ p ð3Þ

xij � yi � 0; 8i 2 I; j 2 J ð4Þ

yi 2 f0; 1g; 8i 2 I ð5Þ

xij 2 f0; 1g; 8i 2 I; j 2 J ð6Þ

The objective function (1) minimizes the total distance

between the demand points and the selected facilities.

Constraint (2) ensures that each demand point is served at

least mc times. Note that partial coverage of a demand

point by a facility is not considered. Constraint (3) indi-

cates that p facilities should be located in order to satisfy

the demand. Constraint (4) ensures that no demand point is

assigned to a location unless there is an open facility at that

location. Constraints (5) and (6) refer to the nature of the

decision variables.

Since this problem is NP-hard, exact methods can be

used efficiently for smaller instances but for the larger

ones, e.g., including 1000 nodes or more, exact methods

become inefficient, since computational time increases

rapidly with instance size. As a result, we used a heuristic

method to solve the MPMP, which is presented in [53].

This method integrates a specific biclustering algorithm

[16] which is based on the idea of association rule mining.

2.2.1 Biclustering

Clustering is the partition of a set of objects into clusters

with respect to a set of features (attributes) that charac-

terize these objects. Objects within the same cluster are

more similar to each other, when compared over this set of

features, with respect to objects belonging to other clusters

[11]. Biclustering techniques perform simultaneous clus-

tering on rows and columns of the input data matrix. The

term biclustering was first introduced by [20] for the

simultaneous clustering of gene expression data in DNA

microarray analysis. A bicluster represented a type of joint

behavior of a set of genes in a corresponding set of sam-

ples. In general, biclustering refers to a distinct class of

clustering algorithms that perform simultaneous row–col-

umn clustering.

Biclustering technique has been extensively studied in

the literature, and it has been used in various domains such
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as DNA microarray analysis [20], machine-part cell for-

mation [15], text mining [52], nutritional data analysis [39],

patient data [72], agriculture [48], and target marketing

[24].

Most interesting biclustering problems are proved to be

NP-complete [8, 20, 70] either searching for a minimum set

of overlapping (or mutually exclusive) biclusters or

searching for one ‘‘large’’ bicluster. As a result, most of the

developed biclustering algorithms are based on heuristics

[18, 45]. Two different categories of heuristics for detect-

ing biclusters are mainly considered in the literature. The

first one is adopted in algorithms trying to detect ‘‘good’’

biclusters using an objective function to measure the

quality of the biclusters. They start with a set of initial

(usually randomly selected) biclusters [10, 49, 73], or one

large bicluster [39] which is usually the whole input data

matrix [20, 31], and then try to improve the quality of these

biclusters by altering them (e.g., removing, adding, or

permuting rows and columns). The algorithms adopting

this approach do not guarantee the detection of the best

biclusters. They only provide an approximate solution,

offering nevertheless a low time complexity [15].

The second approach is adopted by algorithms trying to

exhaustively enumerate all candidate biclusters in order to

guarantee the detection of the best ones [4, 16, 56, 59, 70].

Since there are ð2jRj�1Þ � ð2jCj�1Þ possible biclusters in an

input data matrix D(R, C), each such algorithm is based on

some principle in order to reduce the search space.

The adopted, in this paper, biclustering algorithm [16]

incorporates the second approach, the exhaustive bicluster

enumeration of possible biclusters, in order to guarantee

the detection of the best biclusters. In order to reduce the

search space, it is based on the key idea of association rule

mining, which states that every subset of a frequent item

set must also be frequent. Therefore, the minimum support

measure of Apriori like association rule mining algorithms

is used in order to control the size of the biclusters. The

minimum support measure is given as the minimum

accepted percentage of the number of rows in the whole

dataset and defines the minimum number of rows of a

bicluster. More specifically, the greater the minimum

support (ms) is, the higher the number of rows of the

extracted biclusters.

Of course, any of the methods that can solve effectively

the multiple p-median facility location model can be also

used instead.

3 Application of multiple p-median problem
to recommender systems

In this section we present the application of the MPMP to

recommender systems as described in Fig. 1. Based on the

formulation presented in the previous section, the MPMP

concerns facilities that serve the demand points. Each

facility i can be represented by a column of a matrix and

each demand point j by a row or vice versa.

As for recommender systems, they contain a huge

number of cases with specific attributes. Each Casei can be

represented with a column and each attribute attrj with a

row of a matrix. Given a target query that a user inserts to

the recommender system, all the cases of the database

indicate a specific level of dissimilarity with the target

query. More specifically, for each attribute attrj of the

Casei under observation, the cell value disij indicates a

specific dissimilarity level of the Casei with the target

query for the attribute attrj, given its value vj. As a result, a

matrix can be created containing all the dissimilarity ratios

between the target query and all the remaining cases of the

database. Also, for each Casei, the total dissimilarity ratio

can be measured through the aggregation of the dissimi-

larity levels for each individual attribute for this case.

It is obvious from Fig. 1 that the MPMP model can be

easily applied to recommender systems. More specifically,

the decision variable xij determines whether the attrj of the

Casei has similar value as that of the target query or not

and the decision variable yi determines whether the Casei is

selected to be included in the recommendation set or not.

The objective function of the minimization of the total

distance between facilities and demand points can be

Fig. 1 An example showing how a facility location problem can be

applied to recommender systems
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adapted to a recommender system, where the aim is to

minimize the dissimilarity level between the cases of the

recommendation set and the target query, since the aim of

the system is to propose cases similar to the target query.

In fact, the selected solutions (biclusters) must contain

in total p columns and each row must be served at least by

mc columns. The mc parameter can impose a higher or

lower similarity to diversity ratio according to the different

values it can take. Higher values of the parameter mc lead

to higher similarity to diversity ratios of the recommended

cases when compared to the target query.

4 Time complexity

Exact methods that solve facility location problems may

fail to provide a query result in reasonable time. It was

shown theoretically that exponential cases exist within the

class of network problems [47] during solving linear pro-

gramming models (e.g., variants of Simplex).

On the other hand, most interesting proposed bicluster-

ing problems are proved to be NP-complete [8, 20, 70].

Thus, the proposed methodology is based on a heuristic

method that reduces the search space providing results

close to optimal ones within a shorter time limit.

The adopted heuristic method for solving the multiple

p-median facility location model exhibits an average gap

from optimal 2.54% while the average speedup (speedup is

calculated by dividing the CPLEX solution time by the

solution time of the proposed method) is 106, compared to

CPLEX for the benchmark instances of OR library. It must

be noted that for many instances, the gap and the speed up

took values up to 0.72%, and 1865.892, respectively [53].

Also, for large-scale problems up to 1200 nodes, the gap

from the optimal solution was up to 0.84% while speed up

took values up to 8824. For even larger problems (up to

2000 nodes), given a time limit of 3600 seconds, the pro-

posed method outperformed the best integer solution pro-

vided by CPLEX by up to 49%. The time complexity of the

adopted heuristic method is dominated by the time com-

plexity of the used heuristic biclustering algorithm [16].

It is OðjRj � jCj � jC1 [ C2 [ ::: [ CkjÞ where R is the

number of characteristics used to describe cases, C is the

number of cases and C1; :::;Ck are the examined sets of

candidate frequent itemsets.

The running time of the proposed method is in the range

of 0.01 to 850 seconds depending on the number of fre-

quent itemsets that are extracted and evaluated from the

Apriori algorithm and the number of recommended cases

to the user. Our approach was implemented in Java Envi-

ronment and the experiments were carried out on a PC Intel

Core TM i7-4700 CPU (2,40GHz) with 8GB RAM.

5 Experimental results

5.1 Case base

The proposed method is applied in case-based recom-

mender systems. In case-based recommender systems, a

database consisting of cases along with their values in

specific attributes is needed. However, most works in

recommender systems are related to collaborative filtering

and thus there is a great availability of databases that

contain ratings of users about items. In contrast to collab-

orative filtering, the literature in case-based recommenda-

tion is too limited and the standard benchmark case library

that is used in research studies is the Travel Case Base

(https://ai-cbr.cs.auckland.ac.nz/cases.html) which contains

categorical and numerical data. In order to further evaluate

the proposed methodology, we also used the dataset pro-

posed in [51]. This financial dataset contains the demo-

graphical and financial attributes of 1173 users along with

their corresponding portfolios. Each user is characterized

by 8 attributes and each portfolio presents the user’s capital

allocation in 20 asset classes.

5.2 Data transformation

Table 1 describes the two data sets. Each case of the

Travel Case Base, which refers to a specific travel pro-

posal, is represented by a column of the Data Matrix,

whereas each attribute (such as type, price and number of

people) is represented by a row of the Data Matrix. Each

case is characterized by a dissimilarity ratio—when com-

pared to a query as a whole—and a dissimilarity score for

each of the attributes. The dissimilarity measure that is

used is defined by the following equation:

dx2ðA;BÞ ¼
Xm
j¼1

naj þ nbj
naj � nbj

� dðaj; bjÞ ð7Þ

where naj ,nbj are the numbers of input objects that have

values aj and bj for attribute j and

dðaj; bjÞ
0; if aj ¼ bj

1; if aj 6¼ bj

�

To facilitate matching on the numeric attributes (price,

duration), it is a common approach either to discretize

values in some ranges [35]. Based on the Sturges measure

[69] and the specific problem and data, we discretized

values of numerical attributes into 3 intervals of equal

length. In categorical attributes, the comparison is exact

between values of the case under observation and the target

query.
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As for the financial data set, we followed the procedure

that the authors realized in [51]. When a user inserts a

query, the comparison is performed among the users of the

database regarding a series of demographical and financial

attributes with the use of the dissimilarity measure of

equation (7). The 50 more similar users to the one that has

inserted a query are extracted along with their corre-

sponding portfolios. The algorithm is then executed on the

portfolios and not on the users. Each portfolio is repre-

sented by a column of a matrix and each asset class is

represented by a row.

5.3 Experimental tests

We performed sets of experimental tests on the Travel Case

Base for different values of the parameter mc ðmc ¼
3; 4; 5; 7; 10; 15Þ in order to show the effectiveness and

flexibility of the proposed methodology. As we have

already stated, this parameter refers to the alternative

choices which are recommended to the user by a recom-

mender system. Table 2 presents the experimental results

of the application of the multiple p-median model to rec-

ommender systems for the Travel Case Base. The diversity

ratio is calculated as in [68] by the following equation and

is defined as the average dissimilarity between all pairs of

cases in the case-set:

Divðc1; . . .; cnÞ ¼
Pp

i¼1

Pp
j¼1ð1 � Simðci; cjÞÞ
p
2
ðp� 1Þ

ð8Þ

where p is the number of cases retrieved by the case base in

order to find their diversity and similarity, respectively.

Similarity is obtained through the following equation:

Simðt; cÞ ¼
Pp

i¼1 wi � Simðti; ciÞPp
i¼1 wi

ð9Þ

where t is the target query and c is the case with which the

comparison is done. We computed as well, the standard

deviation for both the diversity and similarity measures, as

it is shown in Table 2, in order to find the variability of the

reported results. The Travel Case Base contains 1024 cases

but no real user queries. Thus, we used for our experiments

Table 1 Data Sets

Data Set Columns Rows Data Type Dissimilarity

Measure

Travel Case Base Travel Package Attributes such as number of people, price etc. Both categorical and

numerical

(7)

Financial

Database

Users Users’ attributes such as sex, age, risk, investment

goals

Both categorical and

numerical

(7)

Users’

Portfolios

Asset classes (1–20) Numerical (7)

Table 2 Experimental Results

p mc Diversity Standard Deviation (div) Similarity Standard Deviation (div) Similarity to Diversity Ratio

5 3 0.33783 0.09705 0.73169 0.08650 2.166

5 4 0.31407 0.09754 0.73295 0.09062 2.334

5 5 0.25923 0.08276 0.73321 0.00222 2.828

10 3 0.36108 0.08866 0.70065 0.08439 1.940

10 5 0.35329 0.09139 0.70068 0.08704 1.983

10 7 0.33663 0.09409 0.69950 0.09239 2.078

10 10 0.30170 0.09532 0.69990 0.09721 2.320

15 5 0.37412 0.09435 0.67896 0.09383 1.815

15 10 0.35160 0.11819 0.66820 0.11721 1.900

15 15 0.34350 0.12819 0.66370 0.12629 1.932

20 5 0.42599 0.10370 0.63301 0.10277 1.486

20 10 0.40553 0.13861 0.63494 0.14408 1.566

20 20 0.38848 0.13833 0.62245 0.14258 1.602
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the Leave-One-Out (L-O-O) approach in which each case

is removed from the Case Base in turn, and the values of its

attributes are considered as a query to the proposed

approach.

For each target query, we performed experimental tests

for different values of the p parameter. In fact, experi-

mental tests were performed for p ¼ 5; 10; 15 and 20. A

total mc out of the cases (columns) should match the

attribute values (rows) of the target query.

As the value of mc increases, we expect higher simi-

larity to diversity ratios of the recommended cases when

compared to the target query. When the recommendation

set is limited and consequently the parameter mc is small

since mc� p, the existence of similar cases to the query is

more probable. Thus, when mc is small, as it increases (i.e.,

from 3 to 4 or 5), it forces the selected cases to serve each

row (attribute) more times and hence forces the cases to be

more similar to each other. Therefore, the increase in

similarity is high and thus the similarity to diversity ratio

increases. This is represented in Table 2 and in Fig. 2 that

illustrates the results of similarity and diversity measures

and the ratios of similarity to diversity when the recom-

mendation set is small ðp ¼ 5Þ. In fact, the average simi-

larity to diversity ratio of recommended cases when

mc ¼ 5 is higher than the average ratio when mc ¼ 4 and

the corresponding ratio when mc ¼ 4 is greater than the

one when mc ¼ 3. The average similarity is high enough as

we expected. When the value of mc increases from 3 to 5,

the average similarity also increases (from 0.73169 to

0.73295 and 0.73321 correspondingly) as shown in

Table 2. This high value of average similarity, due to the

trade-off between similarity and diversity, implies a lower

value of diversity.

In contrast, when the size of the recommendation list is

large ðp ¼ 10; 15; 20Þ, the existence of similar cases to the

query is less probable and thus the diversity is high. In

general, only a limited number of cases present a high

similarity ratio when compared to a specific query.

As a result, when the recommendation list is large,

increasing mc (e.g., from 3 to 10) tends to force the

selected cases to serve each row (attribute) more times

which affects the diversity measure. More specifically, the

diversity decreases and consequently the similarity to

diversity ratio increases. This is shown in Table 2 for the

corresponding values of p ¼ 10; 15; 20 and mc ¼
3; 5; 7; 10; 15; 20 and in Figs. 3, 4 and 5.

The low values of the standard deviation (close to zero)

for both the diversity and similarity measures indicate that

the corresponding results of each query are close to the

average ones and they do not fluctuate around wide

intervals.

5.4 Comparison with other methods

As mentioned earlier, the leave-one-out method is adopted

and constitutes our basic method for the experimental tests.

However, in order to perform a comparison analysis with

the reported results in [68], we also performed tests by

randomly selecting a subset of cases as queries, as in [68].

More specifically, 400 cases were randomly selected out of

the whole set of 1024 cases in order to form queries for

p ¼ 5 and the remaining cases forming the Case Base. We

repeated this procedure 50 times for different sets of 400

queries and from the similarity and diversity results, we

computed an overall average similarity and diversity value.

The results for both approaches are presented in Table 3.

The average diversity (Table 3) of the selected cases,

calculated by (8) with mc ¼ 3, is 0.338 and thus it is quite

satisfactory when compared to the relative results of

diversity presented in [68]. As shown in Table 3, our

implementation outperforms the Standard and Random

technique in terms of diversity, whose values range from

0.289 to 0.326 [68], respectively, and performs well against

Bounded Greedy (0.375) and Greedy technique (0.458) for

Fig. 2 Graph representation for Similarity and Diversity results

ðp ¼ 5Þ
Fig. 3 Graph representation for Similarity and Diversity results

ðp ¼ 10Þ
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p ¼ 5, where p is the retrieval set size. However, when

mc ¼ 4 and mc ¼ 5 and the similarity is higher, due to the

trade-off between the two measures, the diversity ratio

decreases to 0.31407 and 0.25923, respectively (Table 2).

Moreover, the proposed method reports even better

results in terms of diversity when tests are performed by

randomly selecting 400 cases as queries, as in [68]. As

shown in Table 3, the similarity value in this case is 0.692

and the diversity value is 0.391, given that p ¼ 5 and

mc ¼ 3. The results of this method (400Q) are only

indicative and the corresponding tests were performed in

order to make the exact comparison with the approach of

[68].

Here, it should be mentioned that the comparison among

all methods is performed for p ¼ 5, which refers to the

number of recommended cases to the user. This is due to

the fact that the exact values of diversity and similarity for

the alternative diversity preserving techniques and for

different values of p are not available in the literature.

However, in [68], it has been reported that the value of 0.4

for the diversity measure is achieved for the Bounded

Greedy method when p ¼ 10, for the Random method

when p ¼ 23 and for the Standard method when p ¼ 46,

whereas for the proposed method it is achieved when

p ¼ 20, as shown in Table 2.

We also used the financial data set proposed in [51] in

order to further evaluate the proposed method. To compare

the results of the proposed method to the results of [51] we

extract p ¼ 5 recommended cases to the user. The exper-

iments showed that our method gives an average diversity

level of 0.435 which outperforms the user-match and

cosine similarity retrieval methods that are used in [51]

exhibiting average diversity values of 0.37 and 0.43,

respectively. In [51], the average diversity level could be

increased to almost 0.7 if a case revision phase is used (the

authors used several revise techniques) where the cases are

transformed. For example, they group cases into clusters,

and then they consider their centroids. Of course, such

transformations introduce a different definition of the

similarity–diversity trade-off problem in recommender

systems.

5.5 Evaluation of the proposed method

5.5.1 Gap metric

Since there is a trade-off between similarity and diversity,

which means that the increase in diversity is usually

achieved at the expense of similarity, it would be useful to

propose an approach that fully preserves the degree of

similarity while at the same time achieves higher levels of

diversity.

Fig. 4 Graph representation for Similarity and Diversity results

ðp ¼ 15Þ

Fig. 5 Graph representation for Similarity and Diversity results

ðp ¼ 20Þ

Table 3 Gap metric results of the proposed method in comparison to alternative techniques

p=5 Standard Bounded Greedy Random Greedy Proposed Method (L-O-O) Proposed Method (400 Q.)

S BG R G PM PM

Similarity 0.780 0.753 0.748 0.700 0.732 0.692

Diversity 0.289 0.375 0.326 0.458 0.338 0.390

Gap Metric 0.630 0.502 0.564 0.346 0.538 0.420
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In this paper, we introduce the Gap metric that can be

adopted to compare any set of such methods since it

measures the trade-off directly. It aims to measure the gap

between similarity and diversity with respect to similarity.

It is calculated by dividing the difference between the

value of similarity and diversity by the similarity. Thus, a

method is good if the Gap metric is low, i.e., if the dif-

ference between similarity and diversity is low while

similarity is high. Concerning the proposed method for

both the L-O-O and 400Q approaches, we first computed

the Gap metric for each query separately and then we

computed the overall average Gap metric that is reported in

Table 3.

Based on the Gap metric, we evaluated the alternative

methods. The corresponding results of the metric that are

presented in Table 3 show that the proposed algorithm

(when the leave-one-out method is used) outperforms both

the Standard and the Random method and is quite close to

the Bounded Greedy technique. However, when the

method of the randomly selected 400 queries is adopted, as

in [68], the evaluation metric results show that the pro-

posed method outperforms all the alternative methods apart

from the Greedy method which however, exhibits a very

high time complexity [68]. Thus, in general, the proposed

algorithm performs well when it is compared to the alter-

native diversity preserving techniques, while at the same

time it has a lower time complexity.

We also report the similarity level produced by our

proposed method for the financial data set proposed in [51]

to be 0.76 and thus the Gap metric is 0.428. Note that the

corresponding value for the proposed method in [51] can-

not be calculated since the authors do not report the cor-

responding average levels of similarity of recommended

cases.

5.5.2 Precision analysis

In order to further evaluate the proposed method, we per-

formed a precision analysis based on the method used in

[35]. Precision is widely used in information retrieval in

order to evaluate a system’s accuracy. It consists of

retaining a set Tu of ’ground-truth’ cases that are known to

be relevant to the user inserted query [35] and evaluating

the system’s ability to retrieve these items.

However, in contrast to collaborative filtering tech-

niques, in case-based recommendation we do not have

information on which set of cases best matches a particular

query [35]. Thus, we need to find a set of cases that are

relevant to each query. In order to achieve this, we used a

query-case similarity function, as proposed in [35]:

�simðq;cÞ ð10Þ

where � is a small scaling parameter � 2 ½0; 1�, since only a

limited number of cases match each given query. The

simðq;cÞ is a similarity function of the case to the given

query. We used this function in the same way we used it in

Table 1 for numeric and categorical attributes. Thus, by

applying Equation (7) a relevant set Tu was obtained for

each case of the case-base. The proposed recommendation

strategy was then tested for p ¼ 5 against the relevant cases

for each case in turn, on a set of over 500 randomly gen-

erated queries.

The adopted metric for precision evaluation is defined in

[64] and was also used in [35]:

Precision ¼ Tu \ Ru

p
ð11Þ

where Tu is a set of items known to be relevant to the user,

Ru is the recommended set of items for user u by the

proposed retrieval strategy and p is the number of recom-

mended cases to the user by the retrieval strategy.

The precision was normalized by dividing it by the

scaling parameter �. The experimental tests indicated that

the precision of the proposed method is almost 80%, a

value approaching the precision of the algorithm that

constructs the recommendation set only based on the

similarity of cases to the given query and better than the

precision obtained by the methods tested in [35] which

varied from 60–75%.

We have also conducted experimental tests regarding

the precision for greater values of p. However, users are

more likely to be overwhelmed and confused by recom-

mendation lists that contain a large number of items, as

stated in [61]. Also, the limited size of the recommendation

list is essential for small display devices such as mobile

phones. Moreover, precision deteriorates by the increase in

the number of recommended items, p, because of less

matches [28, 55, 65]

Indeed, the precision measure indicated that when the

value of p increases, the percentage cases that are similar to

the query decrease. Therefore, it is not really useful to

calculate the precision measure for larger values of p.

6 Conclusions

The application of a facility location model to recom-

mender systems, first studied in this paper, provides

effectiveness and flexibility in terms of similarity of the

recommending set when compared to the target query and

diversity between the recommended cases with each other.

The mc parameter constitutes a regulator for the trade-

off between similarity and diversity of the recommendation

set. When the size of the recommendation set is small, the
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existence of similar cases to the target query is more

probable, thus the increase in the mc parameter forces the

selection of cases that serve each row (attribute) more

times and hence these cases are more similar to each other,

resulting in a similarity increase and consequently in the

increase in similarity to diversity ratio. When the size of

the recommendation set is large, the existence of similar

cases to the target query is less probable and thus diversity

is high. However, as the mc becomes higher, it tends to

force the selected cases to serve each row (attribute) more

times and this leads to diversity decrease and to increase in

the similarity to diversity ratio. Moreover, the proposed

approach performs well when compared to the alternative

diversity preserving techniques, while at the same time it

exhibits very fast computation times with respect to these

approaches.
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Gruissem W, Hennig L, Thiele L, Zitzler E (2006) A systematic

comparison and evaluation of biclustering methods for gene

expression data. Bioinformatics 22(9):1122–1129

60. Premchaiswadi W, Poompuang P, Jongswat N, Premchaiswadi N

(2013) Enhancing diversity-accuracy technique on user-based

top-n recommendation algorithms. In: 2013 IEEE 37th annual

computer software and applications conference workshops, IEEE,

pp 403–408

61. Pu P, Faltings B, Chen L, Zhang J, Viappiani P (2011) Usability

guidelines for product recommenders based on example cri-

tiquing research. In: Recommender systems handbook, Springer,

pp 511–545

62. Ribeiro MT, Ziviani N, Moura ESD, Hata I, Lacerda A, Veloso A

(2014) Multiobjective pareto-efficient approaches for recom-

mender systems. ACM Trans Intell Syst Technol (TIST)

5(4):1–20

63. Ricci F, Rokach L, Shapira B (2011) Introduction to recom-

mender systems handbook. In: Recommender systems handbook,

Springer, pp 1–35

64. Sarwar B, Karypis G, Konstan J, Riedl J (2000) Application of

dimensionality reduction in recommender system-a case study.

Minnesota Univ Minneapolis Dept of Computer Science, Tech.

rep

65. Sarwar B, Karypis G, Konstan J, Riedl J et al (2000) Analysis of

recommendation algorithms for e-commerce. In: EC, pp 158–167

66. Shi L (2013) Trading-off among accuracy, similarity, diversity,

and long-tail: A graph-based recommendation approach. RecSys

’13, p. 57–64. Association for Computing Machinery, New York,

NY, USA

67. Shih DH, Yen DC, Lin HC, Shih MH (2011) An implementation

and evaluation of recommender systems for traveling abroad.

Expert Syst Appl 38(12):15344–15355

68. Smyth B, McClave P (2001) Similarity vs. diversity. In: Inter-

national conference on case-based reasoning, Springer,

pp 347–361

188 Neural Computing and Applications (2023) 35:177–189

123

https://doi.org/10.1007/s12351-019-00461-9


69. Sturges HA (1926) The choice of a class interval. J Am Stat

Assoc 21(153):65–66

70. Tanay A, Sharan R, Shamir R (2002) Discovering statistically

significant biclusters in gene expression data. Bioinformatics

18(suppl-1):S136–S144

71. Tran T, Atas M, Felfernig A, Stettinger M (2018) An overview of

recommender systems in the healthy food domain. J Intell Inf

Syst 50(3):501–526

72. Vandromme M, Jacques J, Taillard J, Jourdan L, Dhaenens C

(2020) A biclustering method for heterogeneous and temporal

medical data. IEEE Trans Knowl Data Eng. https://doi.org/10.

1109/TKDE.2020.2983692

73. Yang J, Wang W, Wang H, Yu P (2002) d-clusters: Capturing

subspace correlation in a large data set. In: icde, IEEE, p. 0517.

74. Zhang M, Hurley N (2008) Avoiding monotony: improving the

diversity of recommendation lists. In: Proceedings of the 2008

ACM conference on recommender systems, pp 123–130

75. Zhang M, Hurley N (2009) Novel item recommendation by user

profile partitioning. In: 2009 IEEE/WIC/ACM international joint

conference on web intelligence and intelligent agent technology,

vol. 1. IEEE, pp 508–515

76. Zheng K, Wang H, Qi Z, Li J, Gao H (2017) A survey of query

result diversification. Knowl Inf Syst 51(1):1–36

77. Zhou T, Kuscsik Z, Liu JG, Medo M, Wakeling JR, Zhang YC

(2010) Solving the apparent diversity-accuracy dilemma of rec-

ommender systems. Proc Natl Acad Sci 107(10):4511–4515

78. Ziegler CN, McNee SM, Konstan JA, Lausen G (2005)

Improving recommendation lists through topic diversification. In:

Proceedings of the 14th international conference on world wide

web, WWW ’05, pp 22–32. ACM, New York, NY, USA

79. Ziegler CN, McNee SM, Konstan JA, Lausen G (2005)

Improving recommendation lists through topic diversification. In:

Proceedings of the 14th international conference on World Wide

Web, pp 22–32

Publisher’s Note Springer Nature remains neutral with regard to

jurisdictional claims in published maps and institutional affiliations.

Neural Computing and Applications (2023) 35:177–189 189

123

https://doi.org/10.1109/TKDE.2020.2983692
https://doi.org/10.1109/TKDE.2020.2983692

	Improvement of similarity--diversity trade-off in recommender systems based on a facility location model
	Abstract
	Introduction
	Background
	Trade-off between similarity and diversity
	Optimization methods applied in recommender systems, in general

	Multiple p-median problem
	Biclustering


	Application of multiple p-median problem to recommender systems
	Time complexity
	Experimental results
	Case base
	Data transformation
	Experimental tests
	Comparison with other methods
	Evaluation of the proposed method
	Gap metric
	Precision analysis


	Conclusions
	Acknowledgements
	References




