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Abstract
POI group recommendation is one of the hottest research topics in location-based social networks, which recommends the

most agreeable places for a group of users. However, traditional POI group recommendation methods only generate a

consensus function to aggregate individual preference into group preference and they do not consider all the factors that

can determine the results of POI group recommendation, which leads to a low recommendation accuracy. What’s more,

these methods have a long running time. Therefore, in this paper, we propose a new POI group recommendation method

with an extreme learning machine (ELM) called PGR-ELM. The PGR-ELM method regards POI group recommendation as

a binary classification problem. First, three features are extracted from three factors: POI popularity, group members’

distance to POI, members’ interest preferences combined affinity between group members. These features simultaneously

consider all the factors that can determine the results of recommendation and guarantee the effectiveness of POI group

recommendation. Then, the extracted features are input to train an ELM classifier because of its fast learning speed, which

guarantees the efficiency of POI group recommendation. Finally, extensive experiments verify the accuracy and efficiency

of PGR-ELM method.
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1 Introduction

Location-based social networks (LBSNs) have become a

popular platform to allow users to make check-in activities

on the places that users visit, such as Foursquare and

Gowalla [1–3]. Moreover, these services collect huge

volumes of users’ check-in data. Based on the analysis and

mining for these users’ check-in data, point-of-interest

(POI) recommendation has emerged and become one of the

hottest research topics in LBSNs [4–8].

POI recommendation recommends a user a list of POIs

to perform check-in activities. Formerly, POI recommen-

dation mainly focused on individual users. With people get

more connected, there are some scenarios where POIs need

to be recommended to a group of users rather than indi-

vidual user [9–13]. For example, several friends want to

find a POI as the party place. Or a group of users goes to a

tourist city and finds the best tourist attractions that the

group members can visit together. However, traditional

POI group recommendation methods only generate a con-

sensus function to aggregate individual preference into

group preference. They cannot handle the data sparsity and

cold-start recommendation problem. Next, traditional POI

group recommendation methods do not consider all the

factors that can determine the results of POI group rec-

ommendation, which leads to a low recommendation

accuracy. What’s more, these existing methods are usually

inefficient [14–17]. Guo et al. proposed a new group rec-

ommendation mechanism that only considered the mem-

bers’ preference distribution and could not handle the cold-

start recommendation problem [14]. Zhu et al. proposed a
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novel POI group recommendation method that only con-

sidered the distance and intra-group influence, thus the

accuracy of method did not perform satisfactory and it

required a long execution time [15].

Users’ historical check-in records in LBSNs reflect

users’ preferences, experiences. Thus, LBSNs can provide

rich spatial–temporal and social information which can

help us to improve the performance of POI group recom-

mendation. We can fully utilize the data resources of

LBSNs to overcome the shortcomings of the existing

methods. Therefore, in this paper, we propose a method

from a new perspective to solve the POI group recom-

mendation problem, called PGR-ELM. The PGR-ELM

method regards POI group recommendation as a binary

classification problem. As a group, all POIs are classified

into two classes: ‘‘recommendation’’ or ‘‘non-recommen-

dation.’’ The PGR-ELM method will satisfy all members’

needs and recommend the most agreeable POIs to the

group members. The PGR-ELM method has two phases:

feature extraction and classifier training. PGR-ELM first

extracts the features by mining users’ historical check-in

data in LBSNs. Then, the extracted features as input train

the classifier. In PGR-ELM, we need find a classifier that

has a faster training speed and can guarantee the recom-

mendation accuracy.

For the feature extraction, three features are extracted

from three factors: POI popularity, group members’ dis-

tance to POI, members’ interest preferences combined

affinity between group members. These three factors are

crucial to suggest the most agreeable POIs for the group.

For the first factor, popular POIs can attract more users to

make check-in activities in LBSNs. When the PGR-ELM

method recommends a popular POI, there is a higher

probability that the most members in the group will be

satisfied. For the second factor, every member prefers to

choose the POI nearest to him. If the travel distance is

much far from the POI for the majority of members, it is an

unsatisfactory recommendation. For the third factor, there

is no doubt that a user’s interest preference can determine

his satisfaction for POI group recommendation. However,

PGR-ELM method considers that the interest preference of

each user can be composed with two parts: personality

preference and affinity preference. Personality preference

is the group member’s real personal interest preference for

the POI. Affinity preference depends on her affinity with

other group members and other members’ interest

preferences.

For the classifier training, extreme learning machine

(ELM) [18–23] is selected as the training classifier. Com-

pared support vector machine (SVM) [24] and (BP) [25],

ELM has a faster training speed, which guarantees the

efficiency of PGR-ELM method. The extracted features in

the feature extraction phase are input into ELM classifier.

Once the training of ELM classifier is completed, the PGR-

ELM method will return the recommendation result to the

group when a group of users makes a POI group recom-

mendation request.

Specifically, our contributions can be summarized as

follows:

• In this paper, a new POI group recommendation method

with the ELM classifier in LBSNs is proposed, called

PGR-ELM.

• We extract features from multiple factors that can

determine the results of POI group recommendation:

POI popularity, group members’ distance to POI,

members’ interest preferences combined affinity

between group members, which guarantee the effec-

tiveness of PGR-ELM method.

• A series of experiments are conducted in four real

LBSN datasets to demonstrate the effectiveness and

efficiency of the PGR-ELM method. The experiment

results show that the PGR-ELM method indeed

improves the performance of POI group

recommendation.

The remainder of this paper is organized as follows: The

preliminary is introduced in Sect. 2. The PGR-ELM

method is described in Sect. 3. The experiment is shown in

Sect. 4. The related work is introduced in Sect. 5. Our

work is concluded in Sect. 6.

2 Preliminaries

In this section, first, we give the theory of ELM. Next, we

describe the definitions that we mentioned. Further, we

show the framework of PGR-ELM method. Finally, we

show the notations of our paper in Table 1.

2.1 Extreme learning machine

ELM is one of the leading trends for fast learning [26–30].

The parameters of hidden layers of ELM are randomly

established and need not be tuned, thus the training of

hidden nodes can be established before the inputs are

acquired. Give a training data set

D ¼ fðxj; tjÞjxj 2 Rn; tj 2 Rm; j ¼ 1; 2; . . .;Ng, where xj ¼
½xj1; xj2; . . .; xjn� and tj ¼ ½tj1; tj2; . . .; tjm�T . Suppose that

SLFNs with eN hidden nodes can be represented by the

following equation:

X

eN

i¼1

bigiðxjÞ ¼
X

eN

i¼1

bigðwi � xj þ biÞ ¼ oj ðj ¼ 1; . . .;NÞ

ð1Þ
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where gð�Þ denotes the ith hidden node activation function,

wi is the input weight vector connecting the ith hidden

layer, bi is the bias weight of the ith hidden layer, and bi is

the output weight. The target of SLFNs is to minimize the

error between target output and real output that
P

eN
j¼1 koj � tjk ¼ 0. There are proper bi, wi and bi which

can satisfy that

X

eN

i¼1

bigðwi � xj þ biÞ ¼ tj ðj ¼ 1; . . .;NÞ ð2Þ

which can be rewritten in terms as

Hb ¼ T ð3Þ

where

Hðw1; . . .;w
eN
; b1; . . .; b

eN
; x1; � � � ; x

eN
Þ

¼

gðw1 � x1 þ b1Þ � � � gðwl � xL þ bLÞ

..

. . .
. ..

.

gðw1 � xN þ b1Þ � � � gðwL � xN þ bLÞ

2

6

6

6

4

3

7

7

7

5

N�L

ð4Þ

b ¼

bT1

..

.

bT
eN

2

6

6

6

4

3

7

7

7

5

eN�m

and T ¼

tT1

..

.

tTN

2

6

6

4

3

7

7

5

N�m

ð5Þ

where H is the output matrix of hidden layer, T is the target

matrix, b is the output weight. Therefore, the output weight

b is given:

bb ¼ HuT ð6Þ

where Hu is the Moore-Penrose inverse of H.

2.2 Problem definition

Some important definitions will be introduced that we

mentioned: location-based social network, group, POI

group recommendation.

Definition 1 (Location-Based Social Network) A LBSN is

an extension of a social network which includes location

dimension as well. It can be represented by a graph G ¼
ðU;E;P;CÞ in which U is the user set, E is the set social

connections between two users, P is the POI set, and C is

the set of check-ins made by users to POIs.

LBSNs generally do not show the groups’ check-in

information. Therefore, ‘‘groups’’ and their check-in

activities must be inferred from the user’s check-in infor-

mation in LBSNs. Therefore, ‘‘groups’’ is defined:

Definition 2 (Group) A ‘‘group’’ is a set of users which

have checked-in at a POI during a specific period of time in

LBSNs.

Definition 2 is quite refined. Figure 1 gives an expla-

nation of the ‘‘group’’ in LBSNs. In order to find the groups

in LBSNs, we first sort all the users’ check-in activities

with a specific POI and the check-in period of time, such as

30 mins or 1 hour. We need to search for these users who

are connected to each other in social networks. For

example, the users (black circles) in the red box of Fig. 1

Table 1 Notations of this paper

Notation Definition Notation Definition

N The number of training samples D The set of training samples

eN The number of hidden nodes wi The input weight

bi The output weight bi The bias of hidden node

oj The output result H The output matrix

T The target result matrix Hu The Moore-Penrose inverse of H

G A location-based social network U The set of users

E The social connections C The users’ check-in set

P The POI set eU The user group

S The tag set that POI p belongs to jCpj The number of check-ins on the p

jCsj The number of check-ins of s 2 S Cg The members’ check-in sequence set

Lg The members’ check-in location sequence set jNpj The number of members’ check-in location

a A damping factor Wu The extracted keyword set from u

Wp A keyword set described p’s attributes jNw
u j The number of keyword w 2 Wp in Wu

appref(u, p) The u’s absolute preference to p rpref ðu; p; eUÞ The u’s relative preference in eU to p

aff ðu; euÞ The affinity with u and eu Jðu; euÞ The jaccard index calculated aff ðu; euÞ
pref(u, p) u’s interest preference combined affinity to p gpref ð eU ; pÞ eU’s interest preference combined affinity to p
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can be regarded as a group. In Sect. 4, we will further give

how the groups are generated in our experiments.

Definition 3 (POI Group Recommendation) Let P ¼
fp1; p2; . . .; png and U ¼ fu1; u2; . . .; ung denote the sets of

all POIs and users, respectively. Given a group eU � U,

POI group recommendation method will recommend a set

of POIs eP � P to eU .

2.3 The framework of PGR-ELM method

Our PGR-ELM method is shown in Fig. 2. In Fig. 2, group

members first ask for a POI recommendation request. Then,

PGR-ELM method will handle this request. PGR-ELM

method regards POI group recommendation as a binary

classification problem and handles the request by two

major phases [31, 32]: feature extraction and training.

PGR-ELM method first extracts the features by mining

users’ historical check-in data in LBSN services, which

contains two main perspectives: POI itself and group

member personality. For POI itself, we extract PP feature

related to POI popularity. For group member personality,

we extract IPA feature related to member’s interest pref-

erences combined affinity between group members.

Besides, combined POI itself with group member person-

ality, we extract MDP feature related to group members’

distance to POI. Then, PP, MDP, IPA features will be input

to train the ELM classifier. By ELM training, POIs rec-

ommended to the group members will be returned.

3 PGR-ELM method

In this section, the process of the feature extraction is first

described. Then, ELM training is introduced. Finally, PGR-

ELM algorithm is shown.

3.1 Feature extraction

PP, MDP, IPA features are extracted from three aspects: POI

popularity, group members’ distance to POI, members’

interest preferences combined affinity between group mem-

bers. In the following, we show how to extract these features

for POI group recommendation in PGR-ELM method.

3.1.1 POI popularity

The POI popularity is a crucial factor for suggesting the

most agreeable POIs for a group. Popular POIs can attract

more users to make check-in activities in LBSNs. When the

PGR-ELM method recommends a popular POI, there is a

higher probability that the most members in the group will

be satisfied. Therefore, we extract PP feature by considering

the POI popularity. The POI popularity is evaluated by the

check-in rating of global users in the same category of POI.

The highly check-in rating for POIs has a higher rank when

it is considered for the POI group recommendation. Each

POI is accompanied with one or multiple semantic labels,

such as a POI is labeled as ‘‘restaurant’’ and ‘‘bar.’’ We

regard the label class as the POI category. Therefore, a POI

may belong to one or more label categories. Thus, POI

popularity, as PP feature, is calculated as follows:

PP ¼ jCpj
P

s2S jCsj
ð7Þ

where p defines a POI, S defines the label set that the POI p

belongs to, s defines an arbitrary category in label set S,

jCpj is all users’ total number of check-in records on the

POI p, jCsj is all users’ total number of check-in records

with the label s 2 S in our datasets.

3.1.2 Group members’ distance to POI

Unlike other recommendations, the location of POI is a

crucial factor in POI group recommendation. Group

members prefer to choose the POI nearest to him. If the

travel distance is much far from the POI for the majority of

members, it is an unsatisfactory recommendation. There-

fore, we extract MDP feature by considering group mem-

bers’ distance to POI. People’s movement from a POI to

another POI has relevance with the distance. As the dis-

tance increases, the probability of people’s mobility will

decreases [33]. The user’s every historical check-in record

in LBSNs can reflect his movement behavior at a time.

Therefore, for a group, we can sort group members’ check-

in sequence set Cg ¼ fc1; c2; . . .; cig based on their check-

in time. And the corresponding check-in location sequence

set is Lg ¼ fl1; l2; . . .; lig. Give a POI p, we regard the

average distance from group member’s historical check-in
Fig. 1 A group example in LBSNs
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location li to the POI p as his distance to POI. Thus, we

define MDP feature as follows:

MDP ¼ a
P

li2Lg
jjlipjj=jNpj ð8Þ

where
P

li2Lg jjlipjj is the total of Euclidean distance from

every historical check-in location li to the POI p. jNpj is the

number of group members’ check-in location. a 2 ½0; 1Þ is

a damping factor.

3.1.3 Interest preferences combined affinity

A user’s interest preference can determine his satisfaction

for POI recommendation [34]. In fact, when making POI

recommendation for group members, it may do not achieve

the best recommendation effectiveness by only considering

member’s personality interest preference. We think that

group member will have an affinity preference for the POI

depending on his affinity with other group members. For

example, when with the boyfriend, a woman prefers to a

cinema with a romantic movie which she does not prefer to

watch with her parents. Therefore, the member’s interest

preference can be influenced by other members. In this

paper, each member’s interest preference is composed with

two parts: personality preference and affinity preference.

Personality preference is the group member’s real person-

ality interest preference for a POI. Affinity preference

depends on her affinity with other group members.

Personality preference-ppref(u,p) Given a group eU , this

describes the personal interest preference of member u 2 eU

for POI p 2 P. Each member u’s interest preferences are

obtained by extracting the textual keywords set Wu from his

historical check-in records. Each POI p’s attributes are

described with a textual keyword set Wp. The overlapping

number of Wu and Wp is regraded as the member u’s interest

preference for p. ppref(u, p) can be defined as follows:

ppref ðu; pÞ ¼
X

w2Wp

jNw
u j ð9Þ

where jNw
u j is the number of w in Wu.

P

w2Wp
jNw

u j is the

overlapping number between u and p.

Affinity preference-apref(u,p, eUÞ This describes that the

user u may like the POI p if his close friends in the group eU

also like p. Affinity between group members can affect a

member’s preference for the POI. More specifically, user

u’s affinity preference apref ðu; p; eUÞ will be calculated by

combining the affinity of user u with other members

eu 2 eU , denoted aff ðu; euÞ, with the personality preference

of eu for POI p, denoted ppref ðeu; pÞ.

apref ðu; p; eUÞ ¼
X

8eu 6¼u2eU

aff ðu; euÞ � ppref ðeu; pÞ ð10Þ

aff ðu; euÞ ¼ Jðu; euÞ ¼ ju \ euj
ju [ euj ð11Þ

where aff ðu; euÞ could be the clear friendship or users in the

same age group or more complex, like users who like

similar movies, have visited similar POIs. For simplicity,

we assume that affinity between a user pair is symmetric,

i.e., aff ðu; euÞ ¼ aff ðeu; uÞ, which is calculated by jaccard

index. ju \ euj is the number of u and eu’s common friends.

ju [ euj is the total number of u and eu’s friends.

Therefore, the user u’s whole interest preference

pref(u, p) is a simple combination of ppref(u, p) and

apref ðu; p; eUÞ:

pref ðu; pÞ ¼ ppref ðu; pÞ þ apref ðu; p; eUÞ ð12Þ

The preference of a POI p by a group eU , denoted

gpref ð eU ; pÞ is an aggregation based on each group member

u0s preference for POI p, which will regard as IPA feature

and be calculated as follow:

IPA ¼ gpref ð eU ; pÞ ¼ 1

j eU j
X

u2eU

ðpref ðu; p; eUÞÞ ð13Þ

3.2 ELM training

In PGR-ELM method, when finishing the feature extrac-

tion, PP, MDP,IPA features will be trained by ELM clas-

sifier. The steps of ELM training can be divided into the

following three steps:

Fig. 2 Framework of PGR-

ELM method for POI group

recommendation
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(1) Each group and a POI, as a \group;POI[ pair,

can form a training sample which is made up of

ðxj; tjÞ. xj is a feature vector. There are three features,

so xj is no more than three elements. The three

features do not have weighting scheme and are

considered as equal. tj is a result vector marked 0 or

1. 1 represents ‘‘recommendation’’ and 0 represents

‘‘non-recommendation.’’

(2) Train ELM classifier with a large number of the

above training samples of \group;POI[ pairs and

obtain output weight b. For specific training of ELM

classifier, please refer to Sect. 2.1.

(3) Using the output weight b obtained in step 2 and the

test sample which is made up of ðxj; ?Þ, we can

output tj, tj is a result vector marked 0 or 1. 1

represents ‘‘recommendation’’ and 0 represents

‘‘non-recommendation’’. In this way, we finish the

POI group recommendation.

3.3 Group recommendation algorithm

Next, algorithm 1 gives the detail of POI group rec-

ommendation. A LBSN \G;C[ , a group eU , and POI set

P are the inputs. The final POI recommendation result set

eP 2 P is the output. In the first phase, the PP, MDP, and

IPA features are extracted related to three factors: POI

popularity, group members’ distance to POI, members’

interest preferences combined affinity between group

members (Lines 1–16). x is regarded as a feature vector, t

is regarded as a class vector (Line 2). PP feature is

extracted by calculated POI popularity in Eq. 7 (Lines 4–

5). Then, the value of PP feature will be assigned to the first

element xj1 (Line 6). MDP feature is extracted by calcu-

lated group members’ distance to POI in Eq. 8 (Lines 7–8).

Then, the value of MDP feature will be assigned to the

second element xj2 (Line 9). IPA feature is extracted by

calculated group interest preference (Lines 10–15). First,

for each user u in group eU , calculate its interest preference

for POI p (Lines 11–14). Personality preference is calcu-

lated by Eq. 9 and affinity preference is calculated by

Eq. 10 (Lines 12–13). The user’s final interest preference is

the sum of personality preference and affinity preference

(Line 14). The group preference is the average value of

each member’s preference (Line 15). Then, the value of

IPA feature will be assigned to the third element xj3 (Line

15). In the second phase, these features with class vector tj
are input to train ELM classifier (Line 18). When finishing

training, any testing sample with a feature vector xkðk ¼
1; . . .;KÞ is put into ELM classifier and will obtain rec-

ommendation result (Line 19). Finally, the recommenda-

tion result is returned (Line 20).

4 Experiments

In this section, we will make feature evaluation based on

PP, MDP, and IPA features and demonstrate the perfor-

mance of PGR-ELM method. First the dataset description

and experiment setup are given. Then, the experiment

result and analysis are shown.

4.1 Dataset description and experiment setup

Dataset description Foursquare, Brightkite, Gowalla and

Twitter datasets which are popular LBSN platforms in the

real world are used in our experiments. Each dataset con-

tains 30,000 users’ check-in data, respectively. The num-

bers of 30,000 users’ check-in POIs in four datasets are

1760, 1541, 1511, 1468, respectively. And the numbers of

30,000 users’ check-in records in four datasets are 137,024,

151,325, 161,201, 134, 549. The data descriptions are

given in Table 2. In our experiments, ‘‘groups’’ are gen-

erated in the following rules: We first group all the users at

a specific POI during a period of time, say 1 hour. Then,

only groups that are connected to each other in social

12950 Neural Computing and Applications (2023) 35:12945–12956
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networks are considered (refer Sect. 2.2). The time period

of 1 hour is selected based on a reasonable assumption that

a group members’ check-in activities at a particular POI

within 30 minutes of each other. Because of a large time

period and sparsity of users’ check-in, few groups can

spread across two consecutive 1 hour time periods. By the

above-mentioned group generated method, we randomly

choose 1000 groups for each dataset. In fact, each group

and a POI, as a \group;POI[ pair, can form a training

sample which is made up of ðxj; tjÞ. xj is a feature vector. tj
is a result vector marked 0 or 1. Then, based on the group

members’ common check-in records, if the POI is a group

members’ activity venue whose corresponding tj vector

element is 1, otherwise corresponding vector element is 0.

Experiment setup In this paper, the parameter a is set 0.3.

The group size is varying from 2 to 10, in which the default

value is 4. The 80% samples are regarded as the training

data and the others are regarded as testing data. For the

testing samples, their class marks are removed. A series of

experiments are conducted on the PC of Microsoft Win-

dows win10, Intel Core i5 CPU, 3.20 GHz, and 16 GB

memory in java JDK 1.8. Each experiment is taken for 10

times and the average result of 10 experiments will be as

the final value.

The running time is employed to evaluate the efficiency

of PGR-ELM. Precision, Recall, and F1-measure are used

to evaluate the effectiveness of PGR-ELM, which are

shown in the Eqs. (14), (15), and (16).

Precision ¼ VisitedPOIs \ RecommendedPOIs

RecommendedPOIs
ð14Þ

Recall ¼ VisitedPOIs \ RecommendedPOIs

VisitedPOIs
ð15Þ

F1-measure ¼ 2 � Precision� Recall

Precisionþ Recall
ð16Þ

4.2 Experimental result and analysis

We will make our experiments in two aspects: (1) feature

evaluation; (2) recommendation evaluation, in which the

feature evaluation focuses on the extracted features, and

then recommendation evaluation focuses on the perfor-

mance of PGR-ELM method. Next, we will give the

detailed introduction.

4.2.1 A. Feature evaluation

For POI group recommendation, PP, MDP, and IPA fea-

tures are extracted from three factors: POI popularity,

group members’ distance to POI, members’ interest pref-

erences combined affinity between group members. We

first make feature evaluation on the performance of POI

group recommendation. Tables 3, 4, 5, 6 show the results.

IPA feature has the best performance among these three

extracted features. Therefore, we can say that the members’

interest preferences combined affinity between group

members is more important than other two factors in rec-

ommending the most agreeable POIs for groups. We can

theoretically analyze the reason. IPA feature is extracted

from members’ interest preferences combined affinity

between group members. This factor not only considers

members’ interest preferences, but also considers affinity

between group members. Certain external factors, such as

POI popularity, group members’ distance to POI, have a

few impacts on the performance of POI group recom-

mendation. However, the main factor for the users’ final

decision is still up to themselves. And IPA feature also

takes the social relationship into account. Therefore, it is

logical that IPA feature shows the best performance. We

also see that MDP feature performs better than PP feature.

Therefore, we can say that group members’ distance to POI

is superior to POI popularity. Unlike other recommenda-

tions, the location of POI is a crucial factor in POI group

recommendation. Group member prefers to choose the POI

closed to them. Therefore, MDP feature performs better

than PP feature. Furthermore, Tables 3, 4, 5, 6 also show

the performance of combination two or three features, we

can observe that the performance of POI group recom-

mendation is promoted. And the combination of all three

features performs the best. We can theoretically analyze

the reason. When only one feature or two features are

extracted, members’ preferences cannot be fully expressed.

It may lead to a low accuracy of recommendation. How-

ever, when three features are extracted simultaneously,

which can fully utilize the data resources of LBSNs. PP,

MDP, and IPA features consider the multiple factors that

guarantee the effectiveness of POI group recommendation.

4.2.2 B. Recommendation evaluation

Further, PGR-ELM will be compared with other four POI

group recommendation methods. The first two methods are

based on PGR-ELM method. Three extracted features with

BP are called PGR-BP. Three extracted features with SVM

Table 2 Data description in three LBSN datasets

Dataset Foursquare Brighkite Gowalla Twitter

Users 30,000 30,000 30,000 30,000

POIs 1760 1541 1511 1468

Check-ins 137,024 151,325 161,201 134,549
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are called PGR-SVM. The number of hidden layers in

PGR-ELM and PGR-BP are set as 100. PGR-SVM selects

a sigmoidal kernel function and the parameter C is set as

100. The PGR-ELM, PGR-SVM, and PGR-BP classifiers

with the top 80% check-in records are as training data, and

the remaining 20% check-in records are as testing data.

The remaining two methods are among state-of-the-art POI

group recommendation techniques, including GRE [14],

and CMFC [15].

Tables 7, 8, 9, 10 show the effectiveness and efficiency

of these five methods in four LBSN datasets. The effec-

tiveness and efficiency of PGR-ELM method are the

highest. The effectiveness and efficiency of GRE and

CMFC are much worse than PGR-ELM. PGR-SVM and

PGR-BP have the closest effectiveness to PGR-ELM.

However, there is a big efficiency gap with PGR-ELM.

GRE method only considered the members’ preference

distribution. The CMFC method only considered the

distance and intra-group influence. PGR-BP and PGR-

SVM methods use BP and SVM classifiers. PGR-ELM

method can fully express members’ preferences by

extracted the three completely irrelevant features and has a

fast training speed because of ELM classifier. As a result,

the PGR-ELM is more fit than other five methods in terms

of the POI group recommendation.

In Figs. 3, 4, we show the efficiency of these five

methods with an increasing group size over the two data-

sets: Foursquare and Brightkite. In Figs. 5, 6, 7, 8, 9, 10,

we show the effectiveness of these five methods with an

increasing group size over the two datasets: Foursquare and

Brightkite. The effectiveness and efficiency of PGR-ELM

is still the highest although group size is increasing. It is

proved that PGR-ELM method has a good stability.

However, we can also find that the performance of these

five methods decreases with the increase in group size. To

be specific, Precision, Recall, and F1-measure of these five

Table 3 Feature evaluation in

Foursquare dataset
Evaluation PP MDA IPA PP[ MDA PP[IPA MDA[IPA PP[MDA[IPA

Precision 0.38 0.45 0.57 0.53 0.64 0.67 0.72

Recall 0.62 0.68 0.74 0.70 0.80 0.85 0.91

F1-measure 0.47 0.54 0.64 0.60 0.71 0.75 0.80

Time cost 1.50 1.54 1.51 1.55 1.54 1.56 1.58

Bold values indicate optimal result for each term

Table 4 Feature evaluation in

Brightkite dataset
Evaluation PP MDA IPA PP[ MDA PP[IPA MDA[IPA PP[MDA[IPA

Precision 0.39 0.42 0.58 0.53 0.65 0.68 0.74

Recall 0.60 0.69 0.72 0.69 0.81 0.83 0.88

F1-measure 0.47 0.52 0.64 0.60 0.72 0.75 0.80

Time cost 1.49 1.52 1.56 1.58 1.60 1.58 1.61

Bold values indicate optimal result for each term

Table 5 Feature evaluation in

Gowalla dataset
Evaluation PP MDA IPA PP[ MDA PP[IPA MDA[IPA PP[MDA[IPA

Precision 0.36 0.41 0.59 0.51 0.63 0.67 0.70

Recall 0.59 0.66 0.74 0.70 0.80 0.83 0.86

F1-measure 0.45 0.51 0.66 0.59 0.70 0.74 0.77

Time cost 1.53 1.51 1.56 1.54 1.55 1.55 1.56

Bold values indicate optimal result for each term

Table 6 Feature evaluation in

Twitter dataset
Evaluation PP MDA IPA PP[ MDA PP[IPA MDA[IPA PP[MDA[IPA

Precision 0.40 0.43 0.57 0.52 0.66 0.69 0.71

Recall 0.60 0.70 0.75 0.74 0.84 0.85 0.90

F1-measure 0.48 0.53 0.65 0.61 0.74 0.76 0.79

Time cost 1.55 1.55 1.52 1.57 1.56 1.58 1.61

Bold values indicate optimal result for each term
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methods decrease with the increase in group size, and the

running time of these five methods increases with the

increase in group size. We can analyze the reasons. With

the increase in group size, the interest preferences of group

members have a greater difference and affinity between

group members has generally declined. Therefore, when

the number of group members is large, although there is a

very good recommendation method, it may perform

unsatisfactory recommendation results to group members.

To some extent, it will inevitably lead to a decline in the

effectiveness of recommendation. Furthermore, with the

increase in group size, the recommendation methods will

weigh the preferences of more users for feature extraction.

Thus the running time of recommendation methods will

definitely increase.

5 Related work

POI recommendation Recommendation is one of the hot-

test research topics in LBSNs [4, 5, 7, 35]. In [4], the

concept of POI recommendation was first proposed in

LBSNs. With the development of POI recommendation,

the researchers have also focused on geographical and

social influences to improve the accuracy of POI recom-

mendation. In [5], POI recommendation was researched by

considering geographical influence. In [6], the probabilistic

matrix factorization with social factor was used. In [7], POI

features were extracted from geographical and social

aspects to handle POI recommendation. However, these

existing studies focused on recommendations for individual

users. As people have become more and more connected,

there are certain scenarios that need to be recommended to

groups of users rather than individual user.

Group recommendation Group recommendation is nee-

ded when a group of users makes an activity together.

Group recommendation methods usually used the aggre-

gation functions to model the preferences of group mem-

bers [36, 37]. In [36], Jameson et al. aggregated the

preferences of all group members for items and then sug-

gested to the items with the highest preference values. With

the development of group recommendation, the social

factors between members are also considered to improve

the performance of group recommendation [38]. When the

items that were recommended to groups are locations, the

spatial preferences of the group were considered. In [39],

the distances from locations to the group members were

used as a factor for group recommendation.

POI group recommendation Many group recommendation

systems for POIs such as touristic attractions, restaurants

and hotels have been proposed in the literatures. In [9], a

Table 7 Recommendation evaluation in Foursquare dataset

Evaluation GER CMFC PGR-BP PGR-SVM PGR-ELM

Precision 0.59 0.62 0.68 0.69 0.72

Recall 0.73 0.76 0.87 0.87 0.91

F1-measure 0.65 0.68 0.76 0.77 0.8

Time cost 240 245 167 155 1.58

Bold values indicate optimal result for each term

Table 8 Recommendation evaluation in Brightkite dataset

Evaluation GER CMFC PGR-BP PGR-SVM PGR-ELM

Precision 0.57 0.63 0.67 0.67 0.74

Recall 0.72 0.73 0.86 0.87 0.88

F1-measure 0.64 0.68 0.75 0.76 0.80

Time cost 247 251 173 168 1.61

Bold values indicate optimal result for each term

Table 9 The recommendation evaluation in Gowalla dataset

Evaluation GER CMFC PGR-BP PGR-SVM PGR-ELM

Precision 0.55 0.60 0.66 0.69 0.70

Recall 0.70 0.74 0.83 0.85 0.86

F1-measure 0.62 0.66 0.74 0.76 0.77

Time cost 236 243 171 165 1.56

Bold values indicate optimal result for each term

Table 10 Recommendation evaluation in Twitter dataset

Evaluation GER CMFC PGR-BP PGR-SVM PGR-ELM

Precision 0.51 0.55 0.65 0.68 0.71

Recall 0.72 0.72 0.84 0.89 0.90

F1-measure 0.60 0.62 0.73 0.77 0.79

Time cost 251 248 161 159 1.61

Bold values indicate optimal result for each term

Fig. 3 Running time in Foursquare dataset
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restaurant recommendation system that considered the

preferences of group users in mobile environment is pro-

posed. In aggregating users’ preferences, the different

influence weights of the users were considered. In [10],

WhereToGo is a travel recommendation system that pro-

vided the personalized tourist attractions for groups.

However, we can observe that these existing studies just

aggregated members’ preference into single values as

group preferences and recommended a particular sort of

POI to a group of users.

6 Conclusions and future works

In this paper, we propose a new method to solve the POI

group recommendation problem in LBSNs, called PGR-

ELM. First, we extract features from multiple factors that

can determine recommendation results: POI popularity,

group members’ distance to POI, members’ interest pref-

erences combined affinity between group members. Next,

these extracted features are input into ELM classifier.

Finally, by the experiments, we proved that the

Fig. 4 Running time in Brightkite dataset

Fig. 5 Precision in Foursquare dataset

Fig. 6 Recall in Foursquare dataset

Fig. 7 F1-measure in Foursquare dataset

Fig. 8 Precision in Brightkite dataset

Fig. 9 Recall in Brightkite dataset
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effectiveness and efficiency of the PGR-ELM method

superior other methods.

In the future, we can focus on some further studies on

POI group recommendation. First, we will put PGR-ELM

method into a larger LBSN datasets. Next, we will make a

better real-time POI group recommendation method.

Finally, we will work on the user’s studies to estimate the

performance of our group recommendation method.
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