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Abstract
Purpose  To determine whether a deep learning approach using generative adversarial networks (GANs) is beneficial for the 
classification of retinal conditions with Optical coherence tomography (OCT) images.
Methods  Our study utilized 84,452 retinal OCT images obtained from a publicly available dataset (Kermany Dataset). 
Employing GAN, synthetic OCT images are produced to balance classes of retinal disorders. A deep learning classification 
model is constructed using pretrained deep neural networks (DNNs), and outcomes are evaluated using 2082 images col-
lected from patients who visited the Department of Ophthalmology and the Department of Endocrinology and Metabolism 
at the Tri-service General Hospital in Taipei from January 2017 to December 2021.
Results  The highest classification accuracies accomplished by deep learning machines trained on the unbalanced dataset 
for its training set, validation set, fivefold cross validation (CV), Kermany test set, and TSGH test set were 97.73%, 96.51%, 
97.14%, 99.59%, and 81.03%, respectively. The highest classification accuracies accomplished by deep learning machines 
trained on the synthesis-balanced dataset for its training set, validation set, fivefold CV, Kermany test set, and TSGH test 
set were 98.60%, 98.41%, 98.52%, 99.38%, and 84.92%, respectively. In comparing the highest accuracies, deep learning 
machines trained on the synthesis-balanced dataset outperformed deep learning machines trained on the unbalanced dataset 
for the training set, validation set, fivefold CV, and TSGH test set.
Conclusions  Overall, deep learning machines on a synthesis-balanced dataset demonstrated to be advantageous over deep 
learning machines trained on an unbalanced dataset for the classification of retinal conditions.
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Introduction
The retina processes rays of light into the vision center of 
our neural circuitry, thereby images of what we perceive are 
formed. Pathological disorders of this region beget differential 
changes in visual acuity, visual field defects, and even blind-
ness [1]. Early detection of such disorders is pivotal to prevent 
rapid exacerbation, facilitate good prognosis, and minimize 
the risk of complete vision loss [2–5]. However, observa-
tional studies have demonstrated though patients undergo eye 
examinations in professional healthcare practices, inclusive of 
ophthalmologists, conditions are often underdiagnosed [6–8]; 
consequently, diseases could be undetected or mistreated until 
the patient undergoes further assessment and examination. 
This perplexity can be attributed to insufficient ophthalmic 
education received by non-ophthalmologist physicians [9] or 
perhaps ophthalmologists’ fatigue influencing their diagnostic 
accuracy [10, 11]. Whatever the case, poor detection of retinal 
diseases is a problem; and as the incidence and prevalence of 
retinal diseases are projected to proliferate in countries across 
the world [12–16], developments are necessary to combat the 
mounting matter.

Optical Coherence Tomography (OCT) is the mainstay 
imaging technique for ophthalmic care; and is central in 
the diagnosis, management, and treatment of retinal disease 
[17–19]. With an eye towards physicians primed to take 
on the snowballing wave of patients with retinal problems, 
researchers have developed OCT image-based deep-learning 
techniques which could aid physicians in making more con-
clusive diagnoses [20–27]. Studies have demonstrated that 
the accuracy of deep learning machines does not pale in com-
parison with veteran ophthalmologists in the classification of 
serous macular detachment, cystoid macular edema, epiretinal 
membrane, macular hole, and central serous chorioretinopathy 
[26, 27]; all of which are retinal conditions and diseases.

Though deep learning machines yield promising results 
for OCT image-based detection of retinal diseases [20–27], 
they still bear a fundamental class imbalance issue [28]: 
machines trained on datasets with an uneven or skewed 
class distribution do not present a reliable benchmark per-
formance for the dataset as a collective—regarding each 

class [29, 30]. To rectify the class imbalance dilemma, 
researchers have augmented their data with label-preserv-
ing transformations [31–34] (e.g., geometric, color, tex-
ture…); however, the method is generic, and the removal 
of certain transformations may even result in decreased 
accuracy of the machine [35]. In recent years, generative 
adversarial networks (GANs)—a technique that augments 
datasets specific to dataset features—were used in place of 
label-preserving transformations to augment and balance 
datasets [36–38]. Studies have substantiated the feasibil-
ity of GANs in producing realistic medical images and 
employing the generated images to resolve the class imbal-
ance issue [36–38]; even so, GAN research with retinal 
OCT images seems to have only explored the validity of 
using GANs to generate high fidelity OCT images [39].

Therefore, in this study, we aim to explore the implemen-
tation of GANs in a novel deep learning-based approach for 
the classification of retinal OCT images. For results to be 
representative of current GAN developments, the record-
breaking StyleGAN2-ADA [40] was chosen for our GAN 
model. To be compared and replicated for future experi-
mentation, Kermany’s publicly available dataset [41] was 
selected to train our deep learning approach. Kermany’s 
dataset was collected from hospitals in the USA and China, 
and patient demographics indicate the large majority of reti-
nas are of Caucasian origin [41]. We further test the perfor-
mance of our machines, trained with heterogeneous retinas, 
on an external dataset obtained from the Tri-service Gen-
eral Hospital (TSGH) comprised of retinas predominantly 
of Chinese populations. The outcomes of this study may 
provide insight into future GAN implementations and set a 
standard for future retinal OCT image-based deep learning 
machines trained on synthesis-balanced datasets.

Methods

The experimental protocol was approved by the Tri-Service 
General Hospital (TSGH) human ethics committee under 
registration number IRB: 1–108-05–082. Images were 
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retrospectively obtained from the Department of Ophthal-
mology and the Department of Endocrinology and Metabo-
lism at TSGH and were anonymized; thus, informed consent 
was not required.

Datasets

Kermany’s publicly available dataset was selected to 
train our deep learning machines. The dataset contains 
a training set and test set of images (hereinafter referred 
to as “Kermany training set” and “Kermany test set”). 
The Kermany training set is categorized by condition, 
encompassing: Choroidal neovascularization (CNV), 
Diabetic macular edema (DME), DRUSEN, and 

NORMAL; each class consisting of 37,205, 11,348, 
8616, and 26,315 images, respectively. The Kermany test 
set is categorized identically, however, all classes consist 
of 242 images. To assess the clinical feasibility of our 
approach, retinal OCT images were collected from 2082 
patients who visited the Department of Ophthalmology 
and the Department of Endocrinology and Metabolism at 
TSGH from January 2017 to December 2021 (hereinafter 
referred to as “TSGH test set”); two ophthalmologists 
with over 5  years of clinical experience manually 
classified the images obtained to construct the TSGH test 
set. The distribution of images in datasets is summarized 
in Table 1.

The  Ker many t ra in ing  set—const i tu tes  the 
“unbalanced training set”—and is balanced in accordance 
with the largest class (CNV)—using StyleGAN2-ADA—
and the smallest class (DRUSEN)—via down-sampling; 
the training set is balanced in accordance with the largest 
class is hereinafter referred to as the “synthesis-balanced 
training set,” and the training set balanced in accordance 
with the smallest class is referred to as the “reduction-
balanced training set.” We trained machines utilizing the 
balanced and unbalanced training sets in a fivefold cross-
validation framework, and outcomes were compared. 
Each training set was split into five fixed equal subsets. 
Of them, four subsets were used for training and one 

Table 1   Distribution of images used in this study

Condition Kermany dataset TSGH dataset

Kermany 
training set

Kermany test 
set

TSGH test set

CNV 37,205 242 356
DME 11,348 242 777
DRUSEN 8616 242 145
NORMAL 26,315 242 804
Total images 83,484 968 2082

Fig. 1   Flowchart of training deep learning machines on unbalanced, synthesis-balanced and reduction-balanced OCT datasets for the classifica-
tion of retinal conditions
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was used for validation; this process was repeated for a 
total of 5 iterations, in which each iteration employed 
a different subset for validation. In further exploration 
of deep learning frameworks, the effect of differential 
pretrained deep neural networks (DNNs) on outcomes 
was also accessed. The TSGH test set was used to 
evaluate the performance of our deep learning machines. 
The flowchart (Fig. 1) below summarizes the study.

Preprocessing

There is substantial variability in the resolution of images 
in the Kermany training set, thus for optimized training pro-
gression, it is pivotal to normalize image resolutions. As part 
of the image, the white space was also resized alongside the 
focus of the image: the retina and so direct conversion of large 
resolution images (1536 × 496) into desired resolution size 
was not training effective and resulted in a loss of training-
relevant regions. Thus, to maintain the principal and relevant 
areas of the image, the white space in images was zealously 
cropped before resizing. To denoise the images, shadows 
and highlights were adjusted by factors of 100 and – 100, 
respectively. The process resulted in images with minimized 
irrelevant regions (the white space) and maximized training-
relevant regions. In addition, images were normalized to a 

color depth of 32 bits and to a resolution size of 512 × 512 to 
fulfill input requirements for the StyleGAN2-ADA network.

GAN architecture design

The fundamental architecture of a GAN consists of a 
generator (which generates fake images), real images, and 
a discriminator (which differentiates between real images 
and fake images).

The GAN implemented for  th is  s tudy was 
StyleGAN2-ADA, an improved version of the original 
StyleGAN developed by Karras et al. [40]. The ADA 
stands for adaptive discriminator augmentation and is 
explained further in this section. A pretrained DNNs, 
trained on the Flickr-Faces-HQ (FFHQ) dataset with 
resolution 512 × 512 by Karras et al. (FFHQ512) was 
employed for transfer learning; and the first 13 layers 
of the discriminator was frozen. StyleGAN2-ADA’s 
augmentation pipeline consists of pixel blitting, 
geometric transformation, color transformation, image-
space filtering, additive noise, and cutout, and all were 
applied in our study. The figure below (Fig. 2) outlines 
the architecture of the GAN network used in this study 
and is described hereinafter.

Fig. 2   GAN architecture used for this study
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1)	 Generator: In the generator, latent vector z is 
normalized and mapped–via. a mapping network 
comprised of 2 fully connected layers–into intermediate 
vector w and is fed into the synthesis network—also a 
constitution of the generator—alongside uncorrelated 
gaussian noise. The synthesis network, comprised 
of 39 layers, generates fake images, and the images 
are augmented (GI augmentation) proportionally 
by probability p—adjusted according to the positive 
discriminator outputs (when the discriminator 
classifies images correctly) for every 256 images—
before introduction to the discriminator; if probability 
p is 0.2, then 20% of the images are augmented.

2)	 Real images: The real images were normalized to 
512 × 512, and the dataset is increased twofold with 
random flips (dataset incrementation). The dataset 
supplies the discriminator with real images, and the 
images are augmented (RI augmentation) proportionally 
by probability p (same p-value as GI augmentation) 
prior to introduction to the discriminator.

3)	 Discriminator: The discriminator—composed of 33 
layers—evaluates the authenticity of real and fake images; 
when real images are classified as “fake” or fake images 
are classified as “real”, the discriminator is strengthened 
through backpropagation from the discriminator loss (D 
loss) generated from the misclassifications. When fake 
images are classified as “fake” or real images are classified 
as “real” by the discriminator, generator loss is effectively 
generated (G loss), and through backpropagation, 
the generator is strengthened. The average positive 
discriminator output for every 256 images of the real image 
dataset is used to determine whether there is overfitting, 
and the p-value is adjusted accordingly. The threshold 
is 0.6; if the average output is above 0.6, the p-value is 
increased and vice versa. The p-value is systematically 
adjusted throughout training, hence the name adaptive, and 
this mechanism is specific to StyleGAN2-ADA.

With time, the generator learns to better synthesize 
plausible images and the discriminator learns to better 
distinguish real and fake images. For every 200 thousand 

real images shown to the discriminator, the instantaneous 
weights of the GAN network are saved. FID—an indication 
of the degree of similarity between real and fake images—
is subsequently calculated. The network was trained to 1 
million images shown to the discriminator. Classes were 
trained individually; thus, three individual networks (one 
for each condition) were generated.

Optimal GAN augmentation selection

Before images were balanced with StyleGAN2-ADA, 
a preliminary assessment of fixed order discriminator 
augmentations (shown in the table below), trained to 8000 
images, was done to select the optimal augmentation—in 
terms of FID—to train our images in the GAN network. 
Results of the preliminary assessment are shown below 
(Table 2); as shown, augmentation “bgcfnc” yielded the 
most promising FID scores of 30.07, 33.70, and 31.12 
for classes DME, DRUSEN, and NORMAL, respectively. 
Thus, “bgcfnc” was selected as the discriminator 
augmentation configuration in the training of all 
applicable classes.

Image synthesis

Images were synthesized with the network described previ-
ously. Images for each condition were synthesized to the 
largest class of images (CNV: 37,205). DME contained 
11,348 images, thus 25,857 images were synthesized: 
DRUSEN contained 8616 images, thus 28,859 images 
were synthesized: NORMAL contained 26,315 images, 
thus 10,890 images were synthesized. After the image syn-
thesis stage, each class contained 37,205 images, and final 
FID scores of 24.69, 27.35, and 22.89 were obtained for 
conditions, DME, DRUSEN, and NORMAL, respectively. 
Examples of synthesized images are shown below (Fig. 3). 
For retinal conditions, DME, DRUSEN, and NORMAL, the 
row above (A, B, C) are examples of their respective real 
OCT images; the row below (D, E, F) are examples of their 
respective synthesized OCT images.

Table 2   Performance of 
GAN network with different 
augmentations on OCT images 
of retinal conditions

b, pixel blitting; bg, pixel blitting, geometric transformation; bgc, pixel blitting, geometric transformation, 
color transformation; bgcf, pixel blitting, geometric transformation, color transformation, image-space fil-
tering; bgcfn, pixel blitting, geometric transformation, color transformation, image-space filtering, additive 
noise; bgcfnc, pixel blitting, geometric transformation, color transformation, image-space filtering, additive 
noise, cutout

Condition Augmentations

b bg bgc bgcf bgcfn bgcfnc

DME 37.20 139.85 56.01 34.46 33.21 30.07
DRUSEN 43.12 63.14 49.74 36.17 40.40 33.70
NORMAL 39.65 93.31 47.34 33.23 33.28 31.12
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Transfer learning with pre‑trained deep neural 
networks (DNNs)

Transfer learning with pretrained DNNs was utilized 
for deep learning in our study. Machines were trained 
to differentiate between CNV, DME, DRUSEN, and 
NORMAL, and effectively classify retinal OCT images. 
Pretrained DNNs, AlexNet, VGG19, and ResNet101 
were selected from Matlab’s 2021a documentation [42] 
of pretrained DNNs and were employed for our study: all 
networks were used to train the unbalanced, synthesis-
balanced, and reduction-balanced datasets. Our deep 
learning machines were trained with the optimization 
algorithm ADAM with a learning rate of 0.0001, a mini-
batch size of 64, and the number of epochs was fixed at 
10 epochs. In order to prevent the model from overfitting, 
we augmented images with “RandRotation” = (− 5, 
5), “RandXReflection” = 1, “RandXShear” = (− 0.05 
0.05), “RandYShear” = (− 0.05 0.05). Prior to training, 
the resolution size of images was normalized to fulfill 
respective pretrained DNN input requirements.

Evaluation methodology

To evaluate the performance of deep learning machines trained 
on an unbalanced, synthesis-balanced, and reduction-balanced 
datasets, experiments of machines trained on an unbalanced 
dataset (experiment #1), synthesis-balanced dataset (experi-
ment #2), reduction-balanced dataset (experiment #3)–three 
experiments–were carried out and outcomes were compared.

In the three experiments, datasets were trained on selected 
pretrained DNNs, and their performance was judged on their 
capacity to correctly classify retinal OCT images on their 
respective training set, validation set, fivefold CV, Kermany 
test set, and TSGH test set. The best-performing iteration 
was chosen to represent each dataset.

Outcome statistics

The accuracy, sensitivity, specificity, and precision of 
machines on each condition (CNV, DME, DRUSEN, and 
NORMAL) as well as their averages were calculated. The 
F1 score and Matthews correlation coefficient (MCC) 

Fig. 3   Synthetic and real OCT images of retinal condition
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were used to evaluate the quality of machines for the 
classification of retinal conditions with OCT images. 
Moreover, receiver operating characteristic (ROC) curve 
scores were also calculated to illustrate the performance 
of the machines.

Experimental environment

The experiments were run on Matlab 2021a Deep Learn-
ing Toolbox in the Windows 10 operating system with 2 
CPUs (Intel® Xeon® Platinum 8165 Processors), 128 GB 
memory, and 3 graphics cards (NVIDIA® Tesla® P100).

Results

Experiment #1: Performance of deep learning 
machines trained on an unbalanced dataset 
in classification of retinal OCT images

Table 3 illustrates the statistical outcomes of training the 
unbalanced dataset with different pretrained deep neural 
networks (DNNs).

For the training set, pretrained DNN ResNet101 was 
the top classifier, with an accuracy of 97.73%, sensitivity 
of 97.62%, specificity of 99.28%, precision of 96.04%, F1 
score of 96.78%, and MCC score of 96.02%.

In terms of the validation set, pretrained DNN ResNet101 
was the top retinal OCT image classifier, with an accuracy of 

96.51%, sensitivity of 95.80%, specificity of 98.85%, precision 
of 94.47%, F1 score of 95.10%, and MCC score of 93.90%.

With fivefold CV (cross validation), pretrained DNN 
ResNet101 was the top classifier, with an accuracy of 
97.14%, sensitivity of 96.48%, specificity of 99.06%, pre-
cision of 95.49%, F1 score of 95.96%, and MCC of 94.98%.

With the Kermany test set, pretrained DNN ResNet101 
was the top classifier, with an accuracy of 99.59%, sen-
sitivity of 99.59%, specificity of 99.86%, precision of 
99.59%, F1 score of 99.59%, and MCC of 99.45%.

When tested with the TSGH test set, pretrained DNN 
ResNet101 was the top classifier, with an accuracy of 81.03%, 
sensitivity of 81.18%, specificity of 92.94%, precision of 
82.26%, F1 score of 81.28%, and MCC score of 74.85%.

In all sets, accuracies of DNNs increasingly progressed 
from AlexNet to VGG19 to ResNet101. For sets derived 
from the Kermany dataset, pretrained DNNs produced high 
classification accuracies; however, when tested with the 
TSGH test set, classification accuracies slumped tremen-
dously. Moreover, ResNet101 demonstrated to be the domi-
nant DNN as it achieved the highest accuracies for all sets.

Experiment #2: Performance of peep learning 
machines trained on a synthesis‑balanced dataset 
in classification of retinal OCT images

Outcomes of the classification of retinal OCT images 
trained on the synthesis-balanced dataset with pretrained 
DNNs are depicted in Table 4.

Table 3   Experimental results of 
deep learning machines trained 
on an unbalanced dataset on 
selected pretrained DNNs in 
classification of retinal OCT 
images (experiment 1)

CV cross-validation

Accuracy (%) Sensitivity
(%)

Specificity
(%)

Precision (%) F1 score (%) MCC (%)

AlexNet
  Training set 97.40 96.08 99.11 96.40 96.23 95.34
  Validation set 95.80 93.62 98.54 94.25 93.91 92.47

  5-Fold CV 96.40 94.21 98.71 95.32 94.74 93.51
  Kermany test set 99.28 99.28 99.76 99.30 99.28 99.04
  TSGH test set 67.72 63.45 88.61 68.76 63.35 54.42

VGG19
  Training set 96.72 95.78 98.88 95.19 95.45 94.32
  Validation set 96.01 94.72 98.62 94.32 94.47 93.10
  5-Fold CV 96.41 94.24 98.68 95.51 94.85 93.61
  Kermany test set 99.59 99.59 99.86 99.59 99.59 99.45
   TSGH test set 79.20 73.72 92.19 77.59 75.15 68.02
  ResNet101

  Training set 97.73 97.62 99.28 96.04 96.78 96.02
  Validation set 96.51 95.80 98.85 94.47 95.10 93.90
  5-Fold CV 97.14 96.48 99.06 95.49 95.96 94.98
  Kermany test set 99.59 99.59 99.86 99.59 99.59 99.45
  TSGH test set 81.03 81.18 92.94 82.26 81.28 74.85
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For the training set, ResNet101 was the top classifier 
with an accuracy of 98.60%, sensitivity of 98.60%, speci-
ficity of 99.53%, precision of 98.62%, F1 score of 98.14%, 
and MCC score of 98.13%. In terms of accuracy, it is more 
than 0.8% higher in comparison with the unbalanced data-
set’s top classifier for its training set.

In terms of the validation set, ResNet101 was the 
top classifier with an accuracy of 98.41%, sensitivity of 
98.41%, specificity of 99.47%, precision of 98.43%, F1 
score of 98.41%, and MCC score of 97.89%. An improve-
ment of almost 2% in respect to accuracy compared with 
the unbalanced dataset’s top classifier for its validation set.

With fivefold CV (cross validation), pretrained DNN 
Resnet101 was the top classifier, with an accuracy of 
98.52%, sensitivity of 98.52%, specificity of 99.51%, 
precision of 98.53%, F1 score of 98.52%, and MCC of 
98.03%; which presents a more than 1% betterment in 
terms of accuracy in comparison with the unbalanced 
dataset’s top classifier for its training set.

With the Kermany test set, AlexNet and VGG19 were the 
top classifiers with congruent accuracies of 99.38%, sen-
sitivities of 99.38%, specificities of 99.79%, precisions of 
99.39%, F1 scores of 99.38%, and MCC scores of 99.18%.

When tested with the TSGH test set, ResNet101 was the 
top classifier with an accuracy of 84.92%, sensitivity of 
84.52%, specificity of 94.43%, precision of 83.81%, F1 score 
of 84.01%, and MCC score of 78.63%. An improvement of 
over 3.5% for accuracy in comparison to the unbalanced 
dataset’s top classifier for its TSGH test set.

The machine performance-enhancing capacity of GAN 
is evident as machines trained on the synthesis-balanced 
dataset outdid those trained on the unbalanced dataset with 
the training set, validation set, fivefold CV, and TSGH test 
in terms of classification accuracy.

Experiment #3: Performance of deep learning 
machines trained on the reduction‑balanced 
dataset in classification of retinal OCT images

Outcomes of the classification of retinal OCT images trained 
on the reduction-balanced dataset with pretrained DNNs are 
depicted in Table 5.

For the training set, pretrained DNN ResNet101 was 
the top classifier, with an accuracy of 97.88%, sensitivity 
of 97.88%, specificity of 99.29%, precision of 97.93%, F1 
score of 97.89%, and MCC score of 97.20%.

In terms of the validation set, pretrained DNN ResNet101 
was the top retinal OCT image classifier, with an accuracy of 
96.50%, sensitivity of 96.50%, specificity of 98.83%, precision 
of 96.59%, F1 score of 96.51%, and MCC score of 95.38%.

With fivefold CV (cross validation), pretrained DNN 
ResNet101 was the top classifier, with an accuracy of 
97.44%, sensitivity of 97.44%, specificity of 99.15%, preci-
sion of 97.45%, F1 score of 97.44%, and MCC of 96.59%.

With the Kermany test set, pretrained DNN ResNet101 
was the top classifier, with an accuracy of 99.69%, sensitiv-
ity of 99.69%, specificity of 99.90%, precision of 99.69%, F1 
score of 99.69%, and MCC of 99.59%. An improvement of 

Table 4   Experimental results of 
deep learning machines trained 
on a synthesis-balanced dataset 
on selected pretrained DNNs 
in classification of retinal OCT 
images (experiment 2)

CV: Cross-Validation

Accuracy (%) Sensitivity
(%)

Specificity
(%)

Precision (%) F1 score (%) MCC (%)

AlexNet
  Training set 98.14 98.14 99.38 98.15 98.14 97.52
  Validation set 97.23 97.23 99.08 97.24 97.23 96.32
  5-Fold CV 97.81 97.81 99.27 97.81 97.81 97.08
  Kermany test set 99.38 99.38 99.79 99.39 99.38 99.18
   TSGH test set 71.18 71.59 90.06 68.48 69.11 59.70

VGG19
  Training set 98.41 98.41 99.47 98.42 98.41 97.89
  Validation set 98.07 98.07 99.36 98.07 98.07 97.43
  5-Fold CV 97.99 97.99 99.33 97.99 97.99 97.32
  Kermany test set 99.38 99.38 99.79 99.39 99.38 99.18
   TSGH test set 80.45 76.64 92.62 80.62 78.17 71.36

ResNet101
  Training set 98.60 98.60 99.53 98.62 98.60 98.14
  Validation set 98.41 98.41 99.47 98.43 98.41 97.89
  5-Fold CV 98.52 98.52 99.51 98.53 98.52 98.03
  Kermany test set 99.38 99.38 99.79 99.38 99.38 99.18
   TSGH test set 84.92 84.52 94.43 83.81 84.01 78.63
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0.10% in respect to accuracy in comparison with the unbal-
anced dataset’s top classifier for its Kermany test set.

When tested with the TSGH test set, pretrained DNN 
ResNet101 was the top classifier, with an accuracy of 78.77%, 
sensitivity of 72.57%, specificity of 91.72%, precision of 
82.17%, F1 score of 73.34%, and MCC score of 68.32%.

With the exception of the Kermany test set, machines trained 
on the synthesis-balanced dataset achieved higher accuracies 
than machine trained on reduction-balanced for all sets. Over-
all, the highest accuracies for all sets were either trained on the 
synthesis-balanced or reduction-balanced datasets.

Performance of ROC‑AUC curves

ROC-AUC curves of deep learning machines trained on dif-
ferent datasets with selected pretrained DNNs were drawn 
for classes: CNV, DME, DRUSEN, and NORMAL for the 
TSGH test set and are shown in Fig. 4.

For the unbalanced dataset: on the AlexNet Network, AUCs 
of 0.8275, 0.8552, 0.8798, and 0.9117 were achieved for 
classes, CNV, DME, DRUSEN, and NORMAL, respectively. 
On the VGG19 network, AUCs of 0.8798, 0.9194, 0.9819, and 
0.9690 were reached for classes, CNV, DME, DRUSEN, and 
NORMAL, respectively. On the ResNet101 network, AUCs of 
0.9298, 0.9378, 0.9914, and 0.9759 were attained for classes, 
CNV, DME, DRUSEN, and NORMAL, respectively.

For the synthesis-balanced dataset: on the AlexNet Network, 
AUCs of 0.8160, 0.8752, 0.9495, and 0.9169 were achieved for 
classes, CNV, DME, DRUSEN, and NORMAL, respectively. 

On the VGG19 network, AUCs of 0.8694, 0.9272, 0.9938, and 
0.9599 were reached for classes, CNV, DME, DRUSEN, and 
NORMAL, respectively. On the ResNet101 network, AUCs 
0.9324, 0.9536, 0.9991, and 0.9768 were attained for classes, 
CNV, DME, DRUSEN, and NORMAL, respectively.

For the reduction-balanced dataset: on the AlexNet Net-
work, AUCs of 0.7477, 0.8285, 0.9713, and 0.8984 were 
achieved for classes, CNV, DME, DRUSEN, and NORMAL, 
respectively. On the VGG19 network, AUCs of 0.8800, 
0.9058, 0.9878, and 0.9536 were reached for classes, CNV, 
DME, DRUSEN, and NORMAL, respectively. On the 
ResNet101 network, AUCs 0.8334, 0.9158, 0.9766, and 
0.9620 were attained for classes, CNV, DME, DRUSEN, 
and NORMAL, respectively.

Illustrated by Fig. 5, AUCs obtained by classes trained 
on the ResNet101 network of the synthesis-balanced data-
set were all over 0.9300. Moreover, with the exception of 
classes, CNV and DME from the AlexNet network, the 
AUCs for all machines trained on the synthesis-balanced 
dataset were all in the range of 0.9100.

Discussion

The main difference between the original StyleGAN 
and StyleGAN2-ADA is the integration of adaptive 
discriminator augmentation mechanisms, which helps 
overcome the issue of overfitting in small datasets. 
As stated in the original StyleGAN2-ADA literature, 

Table 5   Experimental results of 
deep learning machines trained 
on a reduction-balanced dataset 
on selected pretrained DNNs 
in classification of retinal OCT 
images (experiment 3)

CV cross-validation

Accuracy (%) Sensitivity
(%)

Specificity
(%)

Precision (%) F1 score (%) MCC (%)

AlexNet
  Training set 95.13 95.13 98.38 95.50 95.13 93.67
  Validation set 93.08 93.08 97.69 93.60 93.07 91.01
  5-Fold CV 95.24 95.24 98.41 95.34 95.24 93.69
  Kermany test set 98.86 98.86 99.62 98.87 98.86 98.49
   TSGH test set 66.62 71.01 88.68 65.78 66.34 56.46

VGG19
  Training set 96.47 96.47 98.82 96.58 96.48 95.34
  Validation set 95.31 95.31 98.44 95.51 95.33 93.84
  5-Fold CV 95.48 95.48 98.49 95.56 95.49 94.00
  Kermany test set 99.59 99.59 99.86 99.59 99.59 99.45
   TSGH test set 77.81 75.76 91.57 77.34 74.76 67.81

ResNet101
  Training set 97.88 97.88 99.29 97.93 97.89 97.20
  Validation set 96.50 96.50 98.83 96.59 96.51 95.38
  5-Fold CV 97.44 97.44 99.15 97.45 97.44 96.59
  Kermany test set 99.69 99.69 99.90 99.69 99.69 99.59
   TSGH test set 78.77 72.57 91.72 82.17 73.34 68.32
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differential discriminator augmentations for StyleGAN2-
ADA impacts the final results [40]: from our experiment, 
augmentation “bgcfnc” seemed to be the most optimal 

configuration for conditions, DME, DRUSEN, and 
NORMAL. The literature also indicated transfer learning 
achieved better results than training from scratch, and 

D Synthesis-Balanced Dataset - AlexNet E Synthesis-Balanced Dataset - VGG19

G Reduc�on-Balanced Dataset - AlexNet H Reduc�on-Balanced Dataset - VGG19 I Reduc�on-Balanced Dataset - ResNet101

A Unbalanced Dataset - AlexNet C Unbalanced Dataset - ResNet101B Unbalanced Dataset - VGG19

F Synthesis-Balanced Dataset - ResNet101

Fig. 4   ROC-AUC curves of deep learning machines trained on dif-
ferent datasets with selected pretrained DNNs in the classification of 
classes: CNV, DME, DRUSEN, and NORMAL for TSGH test set. A, 

B, C unbalanced dataset D, E, F synthesis-balanced dataset and G, H, 
I reduction-balanced dataset
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thus was utilized in our experiment. In the preliminary 
assessment of fixed ordered discriminator augmentations 
step of the study, networks were trained to 8000 images 
because the smallest dataset consisted of 8000 images 
(rounded to the nearest available thousandths). In doing 
so, repetitive presentation of the same images to the 
discriminator is prevented and each picture is shown 
only once to the discriminator. This decision was made 
to ensure the networks of each class were assessed fairly.

The classification outcomes reached on the Kermany 
test set for machines trained on unbalanced, synthesis-
balanced, and reduction-balanced datasets were greater 
than the outcomes achieved by their training set and 
validation set. After examining several related literatures, 
this phenomenon seemed to be present in other works as 
well [43–45] and is quite bizarre, as it defies a fundament 
of deep learning: classification outcomes on unseen 
images (Kermany test set) should not be greater than 
seen images (training set and validation set). In further 
investigation, two ophthalmologists examined the images 
of the Kermany test set and deemed the images to consist 
of prominent features for each of their respective classes, 
perhaps even more distinctive than images from the 
training set, hence the obscurity.

As depicted in Fig. 4 of the results section, in compar-
ing the receiver operating characteristic (ROC) curves of 
machines’ performance on the TSGH test set, the machine 

trained on the synthesis-balanced dataset with ResNet101 
has distinctively larger areas for each class. Moreover, for 
all classes, curves were roughly analogous and areas were 
of similar size; thus, the machine presents an accurate and 
reliable capacity to classify the test set as a whole.

fivefold cross validation (CV) was integrated into our 
study to elevate the reliability of our results. This way, we 
can determine whether just one 80% and 20% split into train-
ing and validation yields favorable outcomes or a collective 
of differential splits can produce the same positive results. 
As portrayed in the Box and Whisker plot (Fig. 5) below, 
accuracies progressed from AlexNet (lowest) to VGG19 to 
ResNet101 (highest) for every dataset. Moreover, the whisk-
ers of machines trained on the ResNet101 network do not 
extend far apart from the box for all datasets, and thus, the 
network is more reliable.

When deep learning machines trained on the 
unbalanced, synthesis-balanced, and reduction-balanced 
datasets were tested with the Kermany test set, which 
had the same origin as the training dataset, they were 
able to achieve high classification accuracies, uniform 
with similar studies of the same dataset [41, 43, 44, 46]. 
The classification accuracies achieved by our machines 
may not trump all relevant studies utilizing sets derived 
from Kermany’s dataset. However, our study justifies 
the validity of balancing datasets—as all the highest 
accuracies achieved for all sets were by balanced datasets 

Fig. 5   5-Fold cross validation box and whisker plot and table of the performance of deep learning machines trained on different datasets with 
selected pretrained DNNs on the TSGH test set
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(synthesis-balanced and reduction-balanced)—and 
substantiates the feasibility of utilizing GANs to elevate 
classification accuracy, and applicable not only with sets 
derived from Kermany’s dataset but also with a clinical 
set collected from a medical center in Taipei (shown in 
Fig. 6 below).

The number of DRUSEN images collected from 
TSGH was insignificant, this may be due to the often-
asymptomatic nature of the condition; thereby patients 
do not seek medical attention and retinal OCT images do 
not end up being taken. The case of a low prevalence of 
DRUSEN in Chinese populations is seemingly unlikely, 
as a study in the UK (United Kingdom) of the prevalence 
of DRUSEN in Caucasians aged 18–54 years in gradable 
eyes is 91.48% [47]; however, population trends in one 
population are not always indicative of trends in another 
population. Ergo, a future study could further investigate 
DRUSEN trends in Chinese populations.

The scope of our current study only broadly scratches 
the surface of ophthalmology diagnoses; as each 
pathological lesion class can be further categorized 
into subclassifications. For example, DRUSEN can be 
subclassified into hard drusen, soft drusen, cuticular drusen, 
and subretinal drusenoid deposits. Hence, further studies 
could classify pathological retinal conditions not just 
into DME, DRUSEN, and CNV but into their distinctive 
subclassifications as well.

The training images of the Kermany dataset were labeled 
and verified through a 3-tier grading system of graders with 
increasing experience [41], and the final tier consisted of 
two senior retinal specialists with over 20 years of experi-
ence. Thus, retinal image pathologies should be true to their 
individual label. However, in clinical practice, there may be 
incidences of co-existing pathologies in one retinal image. 

To address such cases, in the future development of clini-
cal OCT image diagnosis systems, on the basis there is no 
individual diagnosis with over 60% prediction percentage, 
machines could list the two most probable diagnoses and 
present them to the physician to make the final decision.

Our findings demonstrate the feasibility of utilizing 
GANs in balancing datasets to produce favorable classifica-
tion outcomes. The technique—GAN—opens a pathway for 
the classification of disease datasets that do not possess an 
abundance of data; therefore, researchers may more deeply 
explore the use of deep learning in the classification of rare 
and thus poorly recorded diseases.

Conclusions

The utilization of a GAN to balance datasets used for deep 
learning training proves to be a viable methodology to 
enhance deep learning machines’ performance. In the pre-
sent day, diagnosis of a multitude of diseases heavily relies 
on imaging techniques, our study holds promise for future 
GAN-based deep learning approaches not only in ophthalmol-
ogy but also in various clinical disciplines as well. In addition, 
the prospect of deep learning approaches reducing diagnostic 
burdens for ophthalmologists and elevating healthcare quality 
by primary physicians seems ever more hopeful.

Abbreviations  GAN: Generative adversarial network; OCT: Optical 
coherence tomography; CV: Cross validation; ADA: Adaptive discrimi-
nator augmentation; TSGH: Tri-service General Hospital; CNV: Cho-
roidal neovascularization; DME: Diabetic macular edema; DNNs: Deep 
neural networks; FFHQ: Flickr-Faces-High Quality; FFHQ512: Flickr-
Faces-HQ (FFHQ) Dataset with resolution 512 × 512; FID: Frechet 
inception distance; b: Pixel blitting; bg: Pixel blitting, geometric 
transformation; bgc: Pixel blitting, geometric transformation, color 
transformation; bgcf: Pixel blitting, geometric transformation, color 

Fig. 6   Comparison of high-
est accuracies achieved with 
machines trained on unbalanced 
and balanced datasets
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transformation, image-space filtering; bgcfn: Pixel blitting, geometric 
transformation, color transformation, image-space filtering, additive 
noise; bgcfnc: Pixel blitting, geometric transformation, color transfor-
mation, image-space filtering, additive noise, cutout; ADAM: Adap-
tive moment estimation; MCC: Matthews correlation coefficient; 
ROC: Receiver operating characteristic curve; AUC​: Area under the 
ROC curve; UK: United Kingdom
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