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Abstract
Purpose To assess the performance of artificial intelligence in the automated classification of images taken with a tablet 
device of patients with blepharoptosis and subjects with normal eyelid.
Methods This is a prospective and observational study. A total of 1276 eyelid images (624 images from 
347 blepharoptosis cases and 652 images from 367 normal controls) from 606 participants were analyzed. 
In order to obtain a sufficient number of images for analysis, 1 to 4 eyelid images were obtained from each 
participant. We developed a model by fully retraining the pre-trained MobileNetV2 convolutional neural 
network. Subsequently, we verified whether the automatic diagnosis of blepharoptosis was possible using 
the images. In addition, we visualized how the model captured the features of the test data with Score-CAM. 
k-fold cross-validation (k = 5) was adopted for splitting the training and validation. Sensitivity, specificity, 
and the area under the curve (AUC) of the receiver operating characteristic curve for detecting blepharoptosis 
were examined.
Results We found the model had a sensitivity of 83.0% (95% confidence interval [CI], 79.8–85.9) and a specific-
ity of 82.5% (95% CI, 79.4–85.4). The accuracy of the validation data was 82.8%, and the AUC was 0.900 (95% CI, 
0.882–0.917).
Conclusion Artificial intelligence was able to classify with high accuracy images of blepharoptosis and normal eyelids 
taken using a tablet device. Thus, the diagnosis of blepharoptosis with a tablet device is possible at a high level of accuracy.
Trial registration Date of registration: 2021–06-25.
Trial registration number: UMIN000044660.
Registration site: https:// upload. umin. ac. jp/ cgi- open- bin/ ctr/ ctr_ view. cgi? recpt no= R0000 51004
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Introduction

Blepharoptosis is an eye condition characterized by the 
drooping of the upper eyelid to eventually cover the eye, 
causing visual field impairment and visual dysfunction. 
This can result in visual, functional, and cosmetic prob-
lems for patients. Blepharoptosis can occur in individuals 
of all ages and can result from a variety of causes. Gener-
ally, blepharoptosis is further classified as either congeni-
tal or acquired, depending on the age at which symptoms 
appear. Among the acquired forms, age-related blepharop-
tosis is the most frequent. However, even in young individ-
uals, blepharoptosis may develop secondary to trauma, eye 
surgery, or long-term contact lens wear [1]. Blepharopto-
sis is mainly diagnosed using six clinical measurements: 
palpebral fissure height, marginal reflex distance-1, upper 
eyelid crease, ocular surface area, eyebrow position, and 
a levator function test [2–4].

Supervised machine learning systems, known as neu-
ral networks [5, 6], have been gaining attention in recent 
years due to the mass availability of imaging data in the 
medical domain. In ophthalmology, the use of deep neu-
ral networks (DNNs) has been validated in reports on the 
prediction of cardiovascular risk factors [7], detection of 
diabetic retinopathy [8] from retinal fundus photographs, 
prediction of age and brachial-ankle pulse-wave veloc-
ity using ultra-wide-field pseudo-color images [9], and 
detection of glaucoma, age-related macular degeneration, 
and retinal detachment [10–13]. The advantage of using 
deep learning systems for diagnosis and judgment lies in 
their adaptability. By using convolutional layers, render-
ing a diagnosis is possible even with a slight noise in the 
images used [14–16]. Hung et al. [5] reported that artifi-
cial intelligence (AI) can diagnose blepharoptosis from 
clinical photographs taken with a regular digital camera. 

Key messages

What was known before

Supervised machine learning systems known as neural networks have been gaining attention in recent years owing

to the mass availability of imaging data in the medical domain.  

Artificial intelligence can diagnose blepharoptosis from clinical photographs taken with a regular digital camera. 

What this study adds

The diagnosis of blepharoptosis with a tablet device is possible at a high level of accuracy.

Our application may be useful for screening tests and lead to early diagnosis and treatment by a doctor who can

determine the need for medical examination or hospital referral. 

However, to date, no research has identified the role of 
machine learning for use in classifying blepharoptosis with 
a tablet device.

This study aimed to investigate the ability of AI to dis-
tinguish between images of blepharoptosis and images of 
normal eyelids from facial photographs taken with an iPad 
Mini 5.

Materials and methods

Study design

This study was performed following the tenets of the Dec-
laration of Helsinki, and the study was approved by the 
institutional review board of Saneikai Tsukazaki Hospital. 
For the model training and the validation, we used images 
of eyelids taken with an iPad mini 5 at Saneikai Tsukazaki 
Hospital between October 18, 2017, and August 8, 2018. 
We obtained written consent from all patients. This study 
has been registered with the University Hospital Medical 
Network clinical trials registry under the title “Developing 
an iOS application that uses machine learning for the auto-
mated diagnosis of blepharoptosis, UMIN000044660.”

We obtained 1519 eyelid images from 681 adult subjects. 
In order to obtain a sufficient number of images for analysis, 
1 to 4 images were obtained from each participant. When 
using multiple images from a participant, images taken on 
different days were used. An ophthalmologist reviewed the 
images and excluded those with severe eyelid swelling, 
congenital blepharoptosis, traumatic blepharoptosis, severe 
facial nerve palsy, and myopathies. These images were clas-
sified according to the specialist’s certainty factor into the 
following five categories: 0, definitely no blepharoptosis; 1, 
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unlikely blepharoptosis; 2, unable to determine; 3, probable 
blepharoptosis; 4, definite blepharoptosis. Then, to increase 
the accuracy of the model, categories 3 and 4 were reclas-
sified into the “blepharoptosis” group, whereas categories 
0 and 1 were reclassified into the “normal eyelid” group. 
Furthermore, the images in category 2 were excluded. After 
the reclassification, 1276 eyelid images from 714 subjects 
(blepharoptosis group: 624 images from 347 subjects; 
normal eyelid group: 652 images from 367 subjects) were 
analyzed.

Image acquisition and library

All facial photographs were taken with an iPad Mini 5. The 
eyelid area was created using an image processing library. 
We used the dlib machine learning image processing library 
to create images of the eyelid area before setting coordinates 
on the images of patients’ faces and cropping the eyelid area 
using OpenCV (Fig. 1). The method for cropping the eyelid 
area is shown in the supplementary file (Online Resource: 
Python code). All images for this study were converted to 
224 × 224 pixels in advance and read in 8-bit RGB color with 
three-channel tensors. The input was normalized to a range 
of 0–1 by dividing it by 255.

We adopted k-fold cross-validation (k = 5) [17, 18] for 
splitting the training and validation data because the number 
of images was too small for a single training/validation split. 
Representative blepharoptosis and normal eyelid images 
used for the deep learning model and training are shown 
in Fig. 2.

The neural network

MobileNetV2 is a relatively simple network that is com-
posed of a bottleneck depth-separable convolution with 
residuals. Its architecture has been described previously 

Fig. 1  Method of cropping the eyelid area from a facial image. Using 
OpenCV, coordinates (green points with number) on the images of 
patients’ faces were marked and the eyelid area (inside the red line, 
two locations in this subject) was cropped

Fig. 2  Representative eyelid images of a blepharoptosis and b normal 
eyelid

Fig. 3  Overview of the Mobile-
NetV2 model
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[19]. Because it is memory efficient, MobileNetV2 allows 
for high-speed inference, even on mobile applications.

The global average pooling layer was placed at the end 
of each block. After flattening the three-dimensional matrix, 
two layers of the fully connected layer were arranged and 
classified into two classes using a softmax function. The 
fully connected layer was used to remove spatial information 
from extracted features and to distinguish the target from 
other feature vectors statistically [20]. The model is shown 
in Fig. 3.

The fully retrained method used in this study relied on 
parameters that were learned with different images. Strength 
of this approach is that even small amounts of data could be 
learned efficiently in a short time [21]. We used ImageNet 
for the network to learn the initial values. Keras (https:// 
keras. io/ en/), which runs Python’s TensorFlow backend 
(https:// www. tenso rflow. org/), was used to construct and 
validate the model.

Heat map

We produced a heat map to use the Score-weighted Class 
Activation Mapping (Score-CAM) method to visualize how 
the convolutional neural network model captured the fea-
tures from the test data [22].

Outcomes

The area under the curve (AUC), sensitivity, and specificity 
were determined for blepharoptosis images using the DNN 
model described above for the validation data.

Images judged to exceed a threshold were defined as posi-
tive for blepharoptosis, and a receiver operating characteris-
tic (ROC) curve was generated.

The DNN model was created to return the probability 
of blepharoptosis. For sensitivity and specificity, we con-
sidered results over 83.6% to be positive for blepharopto-
sis. This threshold was calculated using the Youden index 
for the ROC curve. The ROC curve was generated using 
Python scikit-learn (http:// scikit- learn. org/ stable/ tutor ial/ 
index. html).

Statistical analysis

Patients’ backgrounds were compared based on age using 
Student’s t-test. Fisher’s exact test was performed to compare 
male–female ratios. In all cases, p < 0.05 was considered sta-
tistically significant. All statistical analyses were performed 
using Python SciPy (https:// www. scipy. org/) and Python 
Statsmodels (http:// www. stats models. org/).

For AUC, the 95% confidential interval (CI) was obtained 
using the following formula, as described previously [23]:

where A means AUC, and SE(A) means the standard error 
of the AUC.

SE(A) was determined using the formula below [24]:

where Np is the number of blepharoptosis images; Nn is the 
number of normal images; Q1 is the probability two randomly 
chosen abnormal images will both be ranked with greater 
suspicion than a randomly chosen normal image; and Q2 is the 
probability one randomly chosen abnormal image will be ranked 
with greater suspicion than two randomly chosen normal images.

Q1 and Q2 were derived using the following formulas [24]:

For sensitivity and specificity, a 95% confidential interval 
(CI) was obtained using the Clopper–Pearson method [25]:

where F0.025(a,b) is the 0.025 quantile from an F-distribution 
with (a, b) degrees of freedom; k is the number of successes; 
and n is the number of trials.

The CIs of AUC, sensitivity, and specificity were cal-
culated using SciPy.

95% CI = A ± 1.96SE(A),

SE(A) =

√

A(1 − A) + (Np − 1)
(

Q1 − A2
)

+ (Nn − 1)(Q2 − A2)

Np ⋅ Nn
,

Q1 =
A

2 − A
,Q2 =

2A2

1 + A

Clopper − Pearson CI(k, n) =
k

(n − k + 1)F0.025(2(n − k + 1), 2k) + k

∼
(k + 1)F0.025(2(k + 1), 2(n − k))

(k + 1)F0.025(2(k + 1), 2(n − k)) + n − k
,

Table 1  Background characteristics of study subjects

Total Blepharoptosis Normal eyelid p value

Number of images 1276 624 652
Number of subjects 714 347 367
Age 71.5 ± 9.3 (22–100) 73.2 ± 8.9 (33–100) 70.0 ± 9.6 (22–92) p < 0.001 (Student’s t-test)
Sex, female 707 (55.4%) 333 (53.4%) 374 (57.4%) p = 0.72 (Fisher’s exact test)
Eye, left 640 (50.2%) 315 (50.5%) 325 (49.8%) p = 1.00 (Fisher’s exact test)
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Results

Patient characteristics

The patients’ backgrounds are described in Table 1. No 
significant differences were observed in sex, and in the left 
and right eyes between the “blepharoptosis” and the “nor-
mal eyelid” groups (p = 0.72 and p = 1.00, respectively; 
Fisher’s exact test). However, significant differences were 
found in age (p < 0.001; Student’s t-test).

Evaluation of model performance

We found the model had a sensitivity of 83.0% (95% CI, 
79.8–85.9) and a specificity of 82.5% (95% CI, 79.4–85.4). 
The accuracy of the validation data was 82.8% and the 
AUC was 0.900 (95% CI, 0.882–0.917). The ROC curves 
for the validation data are shown in Fig. 4.

Heat map

Figure 5 shows a heat map of a representative blepharopto-
sis image. We found that the convolutional neural network 
correctly analyzed eyelids and the dropping of the corners 
of the eye, as are evaluated during a doctor’s diagnosis.

Discussion

Our AI model was able to identify blepharoptosis from 
normal eyelids with high accuracy using images of the 
eyelid areas from facial images. A general point of con-
cern in the use of AI is that AI and ophthalmologists dif-
fer in the lesions they focus on when classifying images 
into blepharoptosis and normal eyelids. However, as 
shown in the heat maps in our study, our AI model cor-
rectly focused on eyelids and the dropping of the corners 
of the eye, which is consistent with the areas on which 
ophthalmologists focus when diagnosing blepharoptosis. 
Therefore, these results indicate that the DNN correctly 
identified the blepharoptosis lesions in eyelid images and 
distinguished them from normal eyelid images. However, 
comparing the diagnostic performance between oph-
thalmologists and AI is challenging. Liu et al. [23] con-
ducted a systematic review and meta-analysis to examine 
the diagnostic accuracy of deep learning algorithms for 
medical imaging and compared it with that of healthcare 
professionals. They found an average sensitivity of 87.0% 
(95% CI, 83.0–90.2) and an average specificity of 92.5% 
(95% CI, 85.1–96.4) for AI, whereas the healthcare pro-
fessionals had a sensitivity of 86.4% (95% CI, 79.9–91.0) 
and a specificity of 90.5% (95% CI, 80.6–95.7). These 

Fig. 4  ROC curve for the validation data Fig. 5  Representative eye images of blepharoptosis and normal eyelid 
and their respective heat maps. a Blepharoptosis image. b Heat map 
of blepharoptosis image. c Normal eyelid image. d Heat map of nor-
mal eyelid image
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results suggest that the diagnostic performance of AI was 
equivalent to that of healthcare professionals. However, 
Liu et al. [23] pointed that high-quality papers comparing 
performance between AI and healthcare professionals are 
limited. Thus, an established comparison method does not 
currently exist. Therefore, the diagnostic performance of 
AI can be improved by increasing the number of images 
for training and validation, as well as by improving AI 
algorithms.

If blepharoptosis can be shown through our application, 
a user may be able to refer to objective findings. When 
subjects photograph their face using a mobile phone, the 
camera angle may not provide accurate images of the eye-
lid opening state compared with the diagnostic accuracy of 
diagnosing blepharoptosis in hospitals; hence, the diagnostic 
accuracy of diagnosing blepharoptosis using mobile phones 
is expected to decrease. However, our application, which is 
readily available, may be useful for screening tests and lead 
to early diagnosis and treatment by a doctor who can deter-
mine the need for medical examination or hospital referral.

Several limitations should be noted when interpreting 
the results of this study. First, to evaluate the performance 
of AI for the detection of blepharoptosis, the use of high-
resolution images of blepharoptosis and normal eyelid is 
needed. Second, we did not generalize the findings to other 
populations or types of ocular diseases. Diagnosis by neural 
network is a black box [26], but the performance exceeds 
the capability of human beings. In future verification stud-
ies, we need to generalize to other types of ocular diseases 
or populations, and we may need to consider a method of 
creating a neural network for calculating the marginal reflex 
distance and determining blepharoptosis from the target area 
by neural network segmentation. However, the next concern 
would be the construction of such a neural network in a man-
ner that coincides with the human methods of identification 
and subsequent diagnosis. Third, the device was still not able 
to identity or falsely mark around 15%. Finally, the device 
has been so far tested only in Asian Eyelids, where ptosis 
may have several different characteristics as compared to 
Caucasian eyelids.

AI can be used to diagnose with high accuracy images of 
blepharoptosis of adult subjects taken with an iPad Mini 5. 
In the future, we aim to expand the usability of our model by 
further iteration of the methodology to more closely mimic 
the diagnostic methods used by humans.

Supplementary Information The online version contains supplemen-
tary material available at https:// doi. org/ 10. 1007/ s00417- 021- 05475-8.
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