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ABSTRACT

The  simulated  Arctic  sea  ice  drift  and  its  relationship  with  the  near-surface  wind  and  surface  ocean  current  during
1979–2014 in nine models from China that participated in the sixth phase of the Coupled Model Intercomparison Project
(CMIP6) are examined by comparison with observational and reanalysis datasets. Most of the models reasonably represent
the  Beaufort  Gyre  (BG)  and  Transpolar  Drift  Stream (TDS)  in  the  spatial  patterns  of  their  long-term mean sea  ice  drift,
while the detailed location, extent, and strength of the BG and TDS vary among the models. About two-thirds of the models
agree  with  the  observation/reanalysis  in  the  sense  that  the  sea  ice  drift  pattern  is  consistent  with  the  near-surface  wind
pattern. About the same proportion of models shows that the sea ice drift pattern is consistent with the surface ocean current
pattern. In the observation/reanalysis, however, the sea ice drift pattern does not match well with the surface ocean current
pattern.  All  nine  models  missed  the  observational  widespread  sea  ice  drift  speed  acceleration  across  the  Arctic.  For  the
Arctic basin-wide spatial average, five of the nine models overestimate the Arctic long-term (1979–2014) mean sea ice drift
speed in all months. Only FGOALS-g3 captures a significant sea ice drift speed increase from 1979 to 2014 both in spring
and autumn. The increases are weaker than those in the observation. This evaluation helps assess the performance of the
Arctic sea ice drift simulations in these CMIP6 models from China.
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Article Highlights:

•  Simulations of Arctic sea ice drift and its relationship with near-surface wind and surface current in nine CMIP6 models
from China are evaluated for the period of 1979–2014.

•  Most  of  the  nine models  can reasonably represent  the  observational  Beaufort  Gyre and Transpolar  Drift  Stream in  the
climatological sea ice drift field.

•  It is still challenging for most of these models to capture the observational seasonal evolution and long-term trend in the
Arctic sea ice drift speed.

 

 
 

 

1.    Introduction

Arctic  sea  ice  is  a  vital  component  of  the  Earth’s  cli-
mate system (de Vernal et al., 2020). In addition to the cover-
age and thickness, the drift of Arctic sea ice is also of substan-

tial research interest because of its important roles in Arctic
climate,  such as regulating ice mass distribution and atmo-
sphere–ocean  energy  exchange  (Kwok  et  al.,  2013).  The
drift  of  Arctic  sea  ice  has  two  large-scale  patterns:  the
Beaufort Gyre (BG) and the Transpolar Drift Stream (TDS)
(e.g., Colony and Thorndike, 1984). Arctic sea ice drift also
exhibits  significant  seasonality,  with  maximum  speed  in
September/October  and  minimum  speed  in  March/April
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(Rampal et al., 2009; Olason and Notz, 2014). As Arctic sea
ice extent has decreased rapidly in recent decades (e.g., Stro-
eve  et  al.,  2012; Serreze  and  Stroeve,  2015),  the  sea  ice
tends  to  move  faster  (Rampal  et  al.,  2009; Spreen  et  al.,
2011; Kwok et al., 2013; Zhang et al., 2021). Although it is
clear that Arctic sea ice moves in response to atmospheric for-
cing (e.g., Vihma et al., 2012; Lei et al., 2019; Zhang et al.,
2021),  Rampal  et  al.  (2009)  found  that  the  substantial
increase in the Arctic spatially averaged sea ice drift  speed
(+17% per decade for winter and +8.5% for summer, based
on  buoy  observation)  from  1979  to  2007  is  more  likely
caused by decreased sea ice mechanical strength instead of
increased  atmospheric  forcing.  Vihma  et  al.  (2012)  con-
firmed the finding in Rampal et al. (2009) that atmospheric
forcing  cannot  explain  the  increasing  trend  of  Arctic  spa-
tially  averaged  sea  ice  drift  speed  during  a  similar  time
(1989–2009).  The  changes  in  Arctic  sea  ice  drift  and  its
driver  are  not  regionally  uniform.  Based  on  satellite  data,
Spreen  et  al.  (2011)  showed  that  the  winter  Arctic  sea  ice
drift  speed  trend  for  the  period  1992–2009  varies  between
−4% and 16% per decade depending on the location. Increas-
ing wind speed may explain part of the observed increase in
drift speeds in the Central Arctic, but thinning of the sea ice
is  a  more  likely  cause  of  sea  ice  drift  acceleration in  other
regions (Spreen et al., 2011). Kwok et al. (2013) showed the
BG  and  the  TDS  were  enhanced  during  1982–2009,  espe-
cially  during  the  last  decade.  Based  on  a  longer  period
(1980–2013) and focused over the Canadian Basin, Petty et
al. (2016) also showed the strengthening of the BG and pro-
posed  several  mechanisms  to  explain  the  change,  such  as
ice  strength  reduction  (which  is  caused  by  declines  in  ice
thickness  and  concentration),  changes  to  the  ice  morpho-
logy,  the  atmospheric  boundary  layer  stability,  and/or  geo-
strophic currents.

For  information  on  how  Arctic  sea  ice  will  change  in
the future, we rely on predictions and projections from cli-
mate models. Therefore, it is vital to know whether climate
models can properly capture observed historical sea ice drift
and its dependency on atmospheric and oceanic forcing and
sea  ice  conditions.  Rampal  et  al.  (2011)  examined  Arctic
sea ice simulation in the models that participated in the third
phase  of  the  Coupled  Model  Intercomparison  Project
(CMIP3) and showed that these models failed to capture the
observed  seasonal  cycle  and  the  acceleration  of  Arctic  sea
ice  drift  in  recent  decades.  Based  on  the  fifth  phase  of  the
Coupled  Model  Intercomparison  Project  (CMIP5)  models,
Tandon et al. (2018) found that only a few models captured
the  observed  seasonal  cycle  of  sea  ice  drift  speed.  Among
the state-of-art global climate models that participated in the
sixth  phase  of  the  Coupled  Model  Intercomparison  Project
(CMIP6), 13 are from China (Zhou et al., 2019). Their per-
formance  on  simulating  Arctic  sea  ice  concentration,  area,
extent, thickness, volume, and mass budget and snow depth
on the ice under modern climate conditions is examined in
recent  multi-model  (Davy  and  Outten,  2020; Notz  et  al.,
2020; Shu  et  al.,  2020; Smith  et  al.,  2020; Årthun  et  al.,

2021; Chen  et  al.,  2021; Keen  et  al.,  2021; Long  et  al.,
2021; Shen  et  al.,  2021)  and  single  model  (Guo  et  al.,
2020a; Wang  et  al.,  2020; Ren  et  al.,  2021; Rong  et  al.,
2021) evaluation studies. Notz et al. (2020) and Long et al.
(2021)  showed  that  BCC-CSM2-MR,  FGOALS-f3-L,  and
FIO-ESM-2-0  are  able  to  simultaneously  simulate  a  plaus-
ible amount of Arctic sea-ice loss and a plausible change in
global mean temperature over time. In addition, Long et al.
(2021)  found  that  CAMS-CSM1-0  largely  underestimates
the  Arctic  sea  ice  extent  decline,  and  BCC-CSM2-MR,
CASM-CSM1-0,  and  FGOALS-f3-L  obviously  overestim-
ate  the  climatological  sea  ice  concentration  over  the  Bar-
ents  Sea  and  East  Greenland  Sea.  Shen  et  al.  (2021)  and
Rong et al. (2021) confirmed the underestimation of the Arc-
tic  sea  ice  extent  decline  in  CAMS-CSM1-0.  Guo  et  al.
(2020a) confirmed the overestimated climatological sea ice
concentration over the Barents Sea and East Greenland Sea
in FGOALS-f3-L. Ren et al. (2021) and Wang et al. (2020)
pointed  out  that  the  underestimation  of  climatological  sea
ice concentration over  the Barents  Sea and East  Greenland
Sea in BCC-CSM2-MR may be caused by the underestim-
ated  surface  net  radiation  and  heat  transport  from  the
Atlantic  Ocean.  Smith  et  al.  (2020)  reported  that  BCC-
CSM2-MR  and  BCC-ESM1  overestimated  the  Arctic  sea
ice melt-period and underestimated the freeze-up and clos-
ing period. Cao et al. (2018) demonstrated that NESM3 can
represent the modern Arctic climate well, while a cold bias
exists  over  the  Barents  Sea.  However,  the  performance  of
these  models  in  simulating  the  Arctic  sea  ice  drift  is
unknown so far. Therefore, this study aims to extend the cur-
rent evaluation studies by providing evaluation of Arctic sea
ice drift and its relationship with near-surface wind and sur-
face ocean current in the historical runs of the CMIP6 mod-
els  from  China.  This  paper  is  organized  in  the  following
way:  section  2  describes  the  model  characteristics  and  the
observational data as well as the analysis methods used; sec-
tion  3  presents  the  evaluation  of  spatial  patterns  in  simu-
lated Arctic sea ice drift climatology and trends and the rela-
tionship  of  these  patterns  with  those  in  Arctic  near-surface
wind and surface  ocean current;  evaluation of  the  seasonal
evolution  and  trend  in  the  simulated  Arctic  basin-wide
mean sea ice drift speed, near-surface wind speed, and sur-
face ocean current  is  given in  section 4;  section 5 presents
the summary and conclusions. 

2.    Data and method
 

2.1.    Model data

We  evaluate  nine  coupled  models  (BCC-CSM2-MR,
BCC-ESM1,  CAMS-CSM1-0,  CAS-ESM2-0,  CIESM,
FGOALS-f3-L,  FGOALS-g3,  FIO-ESM-2-0,  and  NESM3)
from China that participated in the CMIP6. We only investig-
ate 9 of 13 models from China because the other 4 models
(BCC-CSM2-HR,  BNU-ESM-1-1,  FGOALS-f3-H,  and
TaiESM1) have not provided the sea ice drift vector in their
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CMIP6 historical experiments on the ESGF CMIP6 data dis-
tribution website yet. Table 1 shows that only two different
sea ice models are used in these coupled models: Sea Ice Sim-
ulator  (SIS)  and  Los  Alamos  sea  ice  model  (CICE).  BCC-
CSM2-MR  and  BCC-ESM1  use  the  SIS,  and  the  other
seven coupled models use the CICE. More detailed informa-
tion  about  these  coupled  models  can  be  found  in Table  1.
The  monthly  sea  ice  drift,  near-surface  wind,  and  surface
ocean  current  vectors  from  the  CMIP6  historical  experi-
ments  of  these  nine  models  are  selected  for  evaluation  in
this  study.  As  the  near-surface  wind vector  (CMIP6 stand-
ard name uas, vas) in CIESM, FGOALS-g3, and FIO-ESM-
2-0  are  not  provided,  the  wind  vector  at  1000  hPa  is  used
instead  in  these  three  models.  The  data  from  the  first
ensemble  member  of  each  model  and  for  the  period  of
1979–2014 (36  years)  is  used.  We focus  the  evaluation  on
spring  and  autumn  when  sea  ice  usually  reaches  the  max-
imum and minimum extent, respectively. 

2.2.    Datasets for evaluation

For the evaluation of the simulated Arctic sea ice drift,
the  NSIDC-0116  Polar  Pathfinder  (referred  to  as  NSIDC

Pathfinder  hereafter)  daily  sea  ice  motion  vectors
(https://nsidc.org/data/NSIDC-0116/versions/3)  are  used.
This  dataset  provides  daily  sea  ice  motion  vectors  derived
from a wide variety of sensors in both gridded and non-grid-
ded (raw) files. We selected the daily sea ice motion vector
that was projected on the 25 km EASE-grid and merged obser-
vations  from a  variety  of  sensors  over  the  Northern  Hemi-
sphere. As we use the monthly sea ice drift vectors to obtain
the sea ice drift magnitude and direction in the nine CMIP6
models,  the  monthly  sea  ice  drift  vector  components  in
NSIDC Pathfinder  are  calculated  accordingly  to  assess  the
observational  sea  ice  drift  magnitude  and  direction.  Previ-
ous evaluation studies (Sumata et al., 2014, 2015; Gui et al.,
2020) show that the bias of NSIDC Pathfinder sea ice drift
speed in summer is larger than that in winter, and the sum-
mer Arctic average sea ice drift speed is obviously underes-
timated. These studies also show that the larger the sea ice
drift speed or lower the sea ice concentration, the larger the
absolute error in sea ice drift. More detail about this dataset
can  be  found  in  Tschudi  et  al.  (2016).  The  NSIDC
Pathfinder  is  used  in  this  study  because  only  this  product
provides  the  full-season,  long-term  (1979–2014)  sea  ice

Table 1.   Characteristics of the nine CMIP6 models from China.

Model Atmosphere (lon × lat) Ocean (lon × lat) Sea ice (lon × lat) Reference

BCC-CSM2-MR BCC-AGCM3-MR MOM4-L40v2 SISv2

(1) T106, 46 layers (2) Top at
1.459 hPa

(1) 1° × 1° (1°/3 between
30°S–30°N), 40 layers

(1) 1° × 1° (1°/3 between
30°S–30°N)

(Wu et al.,
2019)

BCC-ESM1 BCC-AGCM3-Chem MOM4-L40v2 SISv2

(1) T42 (~2.8° × 2.8°), 26 lay-
ers (2) Top at 2.917 hPa

(1) 1° × 1° (1°/3 between
30°S–30°N), 40 layers

(1) 1° × 1° (1°/3 between 30°S ×
30°N)

(Wu et al.,
2020)

CAMS-CSM1-0 ECHAM5(v5.4) MOM4 SIS

(1) T106,31 lyears (2) Top at 10
hPa

(1) 1° × 1° (1°/3 between
10°S–10°N), 50 layers

(Rong et
al.,
2018)

CAS-ESM2-0 IAP-AGCM 5.0 LICOM2.0 CICE4.0

(1) 1.41° × 1.42°, 35 layers (2)
top at 2.2 hPa

(1) 1° × 1° (0.5°–1° between
20°S–20°N), 30 layers

(Jin et al.,
2021)

CIESM CIESM-AM1.0 CIESM-OM1.0 CICE4

(1) 1° × 1°, 30 layers (2) top at
1 hPa 1° × 1°; 60 levels (Lin et al.,

2020)

FGOALS-f3-L FAMIL LICOM3 CICE4.0

(1) C96 (1° × 1°), 32 layers (2)
top at 2.16 hPa

primarily 1°; 362 × 196 longit-
ude/latitude; 30 levels

(Guo et
al.,
2020b)

FGOALS-g3 GAMIL3 LICOM3 CICE4.0

~2° × 2° 1° (increased to be 0.5° at
equator), 30 layers 1° (increased to be 0.5° at equator) (Pu et al.,

2020)

FIO-ESM-2-0 CAM5 POP2 CICE4.0

(1) f09 (0.9° × 1.25°), 30 layers,
Top at 2.25 hPa

(1) 1.1° × (0.27°−0.54°), 61
layers (1) 1.1° × (0.27°−0.54°) (Bao et al.,

2020)

NESM3 ECHAM v6.3 NEMO v3.4 CICE v4.1

(1) ~1.9° × 1.9°, 47 layers, top
at 0.01 hPa

(1) 1° × 1°, 46 layers (1) 1° × 0.5°, 5 layers (4 layers of
sea ice and 1 layer of snow on the
top)

(Cao et al.,
2018)
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drift  data  over  the  whole  Arctic  so  far.  This  advantage
enables  us  to  evaluate  the  climatology  and  trend  of  Arctic
sea ice drift in the models during different seasons.

For  the  near-surface  wind,  the  monthly  10-m  wind
from  ERA-Interim  (referred  to  as  ERA-I  hereafter)  with
1º  ×  1º  horizontal  resolution  is  used.  Compared  with  the
daily  average  10-m  wind  speed  from  the  North  Pole  drift-
ing  ice  stations  of  the  former  Soviet  Union,  Lindsay  et  al.
(2014) found that the monthly mean bias of daily averaged
10-m wind speed in ERA-Interim is mostly less than 0.5 m s−1.
Besides,  the ERA-Interim wind speed has  the best  correla-
tion (higher than 0.85) with the observation among six atmo-
spheric  reanalysis  products  (Lindsay  et  al.,  2014).  More
information  about  this  dataset  is  given  by  Berrisford  et  al.
(2011). For the surface ocean current, we use the monthly sur-
face  ocean  current  from  Ocean  Reanalysis  System  4
(ORAS4) with 1° × 1° horizontal resolution. Detailed informa-
tion about ORSA4 is given by Balmaseda et al. (2013). Cau-
tion is  necessary when using these two reanalysis  products
because of the sparse observation over the Arctic Ocean. 

2.3.    Method
 

2.3.1.    Spatial average

For the calculations of Arctic basin-wide mean sea ice
drift,  near-surface wind, and surface ocean current,  we fol-
low the method of Olason and Notz (2014) and Docquier et
al. (2017) by using the Scientific Ice Expeditions (SCICEX)
box (Rothrock et al., 2008) as the domain for the spatial aver-
age. The domain of the SCICEX box is shown in Fig. 1a. 

2.3.2.    Trends

Since  sea  ice  drift,  near-surface  wind,  and  surface
ocean current are vectors, the changes of sea ice drift, near-
surface  wind,  and  surface  ocean  current  could  happen  in
their  magnitude  or  direction,  or  both.  Therefore,  we calcu-
late  not  only  the  trends  of  the  sea  ice  drift,  near-surface
wind,  and  surface  ocean  current  magnitude,  but  also  the
trends of their vector components when we evaluate the spa-
tial patterns of the sea ice drift, near-surface wind, and sur-
face  ocean  current  changes  over  the  Arctic.  The  trends  of
their vector components are then used to compose a trend vec-
tor  that  shows the direction of  their  change.  For the evalu-
ation of the Arctic basin-wide mean sea ice drift change, we
only calculate the trend of the sea ice drift  magnitude. The
two-tailed  Student’s  t-test  is  used  to  perform  the  signific-
ance test for the trend. A trend with a confidence level equal
to or higher than 95% is considered significant. 

3.    Spatial  patterns  of  Arctic  sea-ice  drift,
near-surface wind, and ocean current

 

3.1.    Spatial patterns of Arctic sea ice drift

The  spatial  patterns  of  spring  (March-April-May;
MAM) long-term (1979–2014) mean sea ice drift  direction
(vector) and speed (shading) in the observation and models

are shown in Fig. 1. In the NSIDC Pathfinder, the spring sea
ice  drift  pattern  is  characterized by a  typical  BG,  in  which
sea  ice  moves  anticyclonically  over  the  Amerasian  basin,
and a  typical  TDS,  in  which there  is  sea  ice  drift  from the
Siberian  coast  all  the  way to  the  Fram Strait  (Fig.  1a).  All
nine models capture the BG and TDS in the spring sea ice
drift  pattern  except  for  NESM3,  in  which  there  are  three
small anticyclonic vortices aligned together instead of a BG
in the sea ice drift field over the Amerasian basin. This dis-
tinct sea ice drift pattern in NESM3 (Fig. 1j) is linked to the
ocean  current  beneath  the  sea  ice  (see  section  3.2).  The
exact  extent,  location,  and  strength  of  BG  and  TDS  vary
among  the  models.  The  BG  and  TDS  in  CAMS-CSM1-0,
CIESM,  FGOALS-f3-L,  and  FIO-ESM-2-0  are  close  to
those in the observation. In BCC-CSM2-MR and FGOALS-
g3, however, the simulated BG and TDS are different from
those in the observation. The BG extent in BCC-CSM2-MR
is  smaller  than  that  in  the  observation.  The  TDS is  curved
instead  of  straight,  as  in  the  observation.  Consequently,  in
BCC-CSM2-MR,  the  sea  ice  over  the  Siberian  coast  first
drifts toward the Canadian Archipelago and north of Green-
land and then turns  to  drift  toward the  Fram Strait  and the
water between Svalbard and the Franz Josef Land (Fig. 1b).
The  cyclonic  near-surface  wind  centered  near  the
Barents/Kara  Sea  may  be  the  driver  of  the  curved  sea  ice
drift (see section 3.2 for detail). The BG in FGOALS-g3 is
much smaller and weaker than that in the observation. The
simulated  TDS  starts  not  just  from  the  Siberian  coast,  but
also  from  the  Beaufort  Sea.  This  makes  the  TDS  in
FGOALS-g3 much wider than that in the observation. Also,
the simulated TDS is weaker and its axis is tilted more east-
ward  compared  to  that  in  the  observation.  In  BCC-ESM1,
the bias of the simulated TDS is very close to that in BCC-
CSM2-MR.  This  could  be  because  both  BCC-ESM1  and
BCC-CSM2-MR  used  the  same  sea  ice  model.  In  CAS-
ESM2-0, the BG and TDS are both interrupted by the data
void  at  the  North  Pole  (Fig.  1e).  Near  there,  the  sea  ice
drifts around the data void. This is because the sea ice grid
in CAS-ESM2-0 filtered the data near the North Pole, so the
North  Pole  acts  as  an  artificial  island  for  the  sea  ice  (Sun
and  Zhou,  2010; Xu  et  al.,  2013).  The  simulated  TDS  in
NESM3 is narrower than that in the observation.

In autumn, the observational extent of the BG is smal-
ler and its  shape is more asymmetrical compared to that in
spring  (Fig.  2a).  Meanwhile,  the  TDS is  curved  instead  of
straight.  Of  the  nine  models,  two  of  them  (CAS-ESM2-0
and FGOALS-g3) show BG extents similar to the BG extent
in  the  observation;  five  of  them  (BCC-CSM2-MR,  BCC-
ESM1,  CAMS-CSM1-0,  FGOALS-f3-L,  and  FIO-ESM-2-
0) simulate a larger and stronger BG than that in the observa-
tion; two of them (NESM3 and CIESM) do not capture the
BG.  For  TDS  simulation,  four  of  the  nine  models  (BCC-
CSM2-MR, BCC-ESM1, CAS-ESM2-0,  and FGOALS-g3)
simulate a curved TDS. However, the curved TDS in CAS-
ESM2-0 is  caused by the “artificial  island” near the North
Pole, and the direction of the curve is different from that in
the  observation.  Another  four  models  (CAMS-CSM1-0,
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Fig. 1. Spatial pattern of the spring (MAM) long-term (1979–2014) mean sea ice drift direction (vector) and speed (shading)
in  NSIDC  Polar  Pathfinder  and  nine  CMIP6  models  (BCC-CSM2-MR,  BCC-ESM1,  CAMS-CSM1-0,  CAS-ESM2-0,
CIESM, FGOALS-f3-L, FGOALS-g3, FIO-ESM-2-0, and NESM3) from China. The SCICEX domain is marked as the red box.
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Fig. 2. Same as that in Fig.1, but for autumn (SON).
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FGOALS-f3-L,  FIO-ESM-2-0,  and  NESM3)  simulate  a
straight TDS. In CIESM, a reversed TDS is found. For the
Arctic sea ice drift pattern shift from spring to autumn, none
of  the  models  capture  the  shrinking  of  the  BG,  and  only
FGOALS-g3 captures the shift of straight a TDS to a curved
TDS.  Caution  is  needed  when  interpreting  the  NSIDC
Pathfinder sea ice drift speed in autumn because large areas
of  marginal  ice  zone  exist  in  autumn  and  the  sea  ice  drift
speed uncertainty over the marginal ice zone is large. Previ-
ous  studies  (e.g., Stroeve  et  al.,  2011; Zhang  et  al.,  2021)
have  shown  that  the  negative  phase  of  Arctic  Oscillation
(AO) in winter is associated with a stronger BG. Therefore,
the  BG  strength  and  range  differences  among  the  models
may be linked to their differences in AO strength and range. 

3.2.    Relationship  among  the  spatial  patterns  of  Arctic
sea  ice  drift,  near-surface  wind,  and  surface  ocean
current

Figures  3a0, b0,  and c0 show that  the  large-scale  pat-
tern  of  the  spring  sea  ice  drift  over  the  Arctic  in  NSIDC
Pathfinder is in good agreement with the near-surface wind
pattern  in  ERA-I.  Both  in  the  NSIDC  Pathfinder  sea  ice
drift  and ERA-I near-surface wind, there is an anticyclonic
circulation over the Amerasian basin and straight flow from
the Siberian coast to the Fram Strait and north of Greenland.
In the ORAS4 surface ocean current, however, the extent of
the anticyclonic circulation is obviously smaller than that in
the sea ice drift field.

Of  the  nine  models,  four  of  them  (CAMS-CSM1-0,
CIESM,  FGOALS-f3-L,  and  FIO-ESM-2-0)  show  that  the
spatial  patterns  of  long-term  mean  sea  ice  drift,  near-sur-
face  wind,  and  surface  ocean  current  vectors  in  spring  are
very  similar  with  each  other  despite  there  being  some  dis-
placements  in  their  anticyclonic  centers  over  the  Canadian
Basin  (Fig.  3).  Three  of  the  nine  models  (BCC-ESM1,
BCC-CSM2-MR, and CAS-ESM2-0) also show good agree-
ment  between  the  sea  ice  drift  and  near-surface  wind  pat-
terns, but the agreement between their sea ice drift and sur-
face ocean current patterns is poor. In these two models, the
large-scale anticyclonic circulation in sea ice drift is mainly
confined  in  the  Amerasian  Basin.  In  contrast,  the  anticyc-
lonic  circulation  in  surface  ocean  current  almost  encloses
the  whole  Arctic  Ocean.  Two  of  the  nine  models
(FGOALS-g3 and NESM3) show that the sea ice drift  pat-
tern does not match well with the near-surface wind pattern.
In  FGOALS-g3,  a  BG appears  over  the  Canadian Basin  in
the  sea  ice  drift.  However,  no  similar  circulation  is  found
over the same area in near-surface wind. Additionally, a cyc-
lonic circulation over the central Arctic appears in near-sur-
face wind while  no similar  pattern is  found in sea ice drift
accordingly.  In  NESM3, the single  anticyclonic  circulation
over the Amerasian Basin in near-surface wind is clearly dif-
ferent  from  the  three  small  anticyclonic  vortices  aligned
together  in  the  same  area  in  sea  ice  drift.  In  contrast,  the
above sea ice drift pattern in NESM3 matches well with the
surface ocean current  pattern.  Since the corresponding sur-

face ocean current magnitude is much larger than the sea ice
drift  magnitude,  the  distinct  sea  ice  drift  pattern  over  the
Amerasian Basin in NESM3 is likely driven by the surface
ocean current.

Figure 4 shows that although the sea ice drift, near-sur-
face  wind,  and  surface  ocean  current  patterns  in  autumn
(September-October-November;  SON)  are  different  from
those in spring in the observation/reanalysis, the spatial pat-
tern  among  these  three  variables  is  very  similar.  The  pat-
tern  agreement  among  the  sea  ice  drift,  near-surface  wind,
and surface ocean current in autumn is also very similar to
that in spring in each model except for CIESM. In CIESM,
the sea ice drift pattern in autumn is no longer in good agree-
ment  with the near-surface wind and surface ocean current
patterns. 

3.3.    Relationship among the trend patterns of Arctic sea
ice drift, surface ocean current, near-surface wind

The  trends  in  spring  sea  ice  drift,  near-surface  wind,
and surface ocean current magnitude (indicated by the color
shadings)  and  their  vector  components  (indicated  by  the
arrows) are shown in Fig. 5. The latter shows the direction
of  the  change  in  sea  ice  drift,  near-surface  wind,  and  sur-
face  ocean  current.  The  areas  that  the  confidence  level  of
the  magnitude  trend  is  less  than  95% are  masked  out.  The
spring sea ice drift  speed significantly increased over  most
of  the  Arctic  during  1979–2014  in  the  NSIDC  Pathfinder
(Fig. 5a0). This is consistent with the trend found in Zhang
et  al.  (2021),  which  also  calculated  based  on  NSIDC
Pathfinder.  The trend vector  (indicated by the arrows)  also
shows  that  both  the  BG  and  TDS  are  enhanced  in  the
NSIDC Pathfinder (For BG, the trend is about 0.8–1.2 cm s–1

(10  yr)–1 near  Alaska/Canada  coast;  for  TDS,  the  trend  is
about 1.6–2.0 cm s–1 (10 yr)–1 near the Fram Strait). These
observational  sea  ice  drift  speed  increases  seem  not  to  be
wind-driven because no significant near-surface wind speed
changes  are  found  over  the  corresponding  areas  in  ERA-I.
Only  a  small  area  of  sea  ice  drift  speed  decrease  over  the
Siberian coast is matched with the decrease of near-surface
wind  speed  (Fig.  5b0).  The  observed  sea  ice  drift  speed
increases are, at most, weakly link to surface ocean current
speed  changes  because  the  surface  ocean  current  speed  in
ORSA4 only changes significantly over some narrow, band-
shaped  areas  over  the  Arctic  (Fig.  5c0).  Therefore,  the
observed Arctic sea ice drift acceleration during 1979–2014
is  more  likely  caused  by  the  increased  response  of  the  sea
ice  drift  to  the  wind.  This  is  supported by the  fact  that  the
wind factor (the sea ice drift speed from NSIDC Pathfinder
divided by the near-surface wind speed from ERA-I) in the
observation/reanalysis  increases  significantly  over  the  sea
ice drift speed acceleration areas (Fig. S1 in the electronic sup-
plementary material).

There  are  three  models  (FGOALS-f3-L,  FGOALS-g3,
and  NESM3)  that  partly  capture  the  spring  sea  ice  drift
speed acceleration over the Arctic (Fig. 5). In FGOALS-f3-
L,  the  significant  sea  ice  drift  speed  increase  only  appears
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Fig.  3. Spatial  pattern  of  the  spring  (MAM)  long-term  (1979–2014)  mean  direction  (vector)  and
speed (shading) of sea ice drift (left), near-surface wind (middle), and surface ocean current (right) in
the  observation/reanalysis  (NSIDC Polar  Pathfinder  for  sea  ice  drift,  ERA-Interim for  near-surface
wind, and ORAS4 for upper layer ocean current) and nine CMIP6 models (BCC-CSM2-MR, BCC-
ESM1,  CAMS-CSM1-0,  CAS-ESM2-0,  CIESM,  FGOALS-f3-L,  FGOALS-g3,  FIO-ESM-2-0,  and
NESM3) from China.
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Fig. 3. (Continued).
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Fig. 4. Same as that in Fig. 3, but for autumn (SON).
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Fig. 4. (Continued).
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Fig. 5. The trend of spring (MAM) sea ice drift (left),  near-surface wind (middle), and surface
ocean  current  (right)  in  the  observation/reanalysis  (NSIDC  Polar  Pathfinder  for  sea  ice  drift
speed, ERA-Interim for near-surface wind speed, and ORAS4 for upper layer ocean current) and
nine  CMIP6  models  (BCC-CSM2-MR,  BCC-ESM1,  CAMS-CSM1-0,  CAS-ESM2-0,  CIESM,
FGOALS-f3-L,  FGOALS-g3,  FIO-ESM-2-0,  and  NESM3)  from  China  for  the  period  of
1979–2014.  Colors  and arrows represent  the trend in the magnitude and vector  components  of
sea  ice  drift,  near-surface  wind,  and  surface  ocean  current,  respectively.  Areas  where  the
confidence level of the magnitude trend is less than 95% are masked out.
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Fig. 5. (Continued).
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over the north of the Beaufort Sea, part of the central Arctic,
the  Baffin  Bay,  and  the  Davis  Strait  (Fig.  5a6).  These
changes  may  be  driven  by  the  wind  speed  acceleration
because  significant  near-surface  wind  speed  increases  are
associated with them. The sea ice drift speed increases over
the central Arctic are also associated with the surface ocean
current speed increases. In FGOALS-g3, the significant sea
ice drift speed increase appears approximately over the area
between 120°W and 110°E (Fig.  5a7).  These  increases  are
unlikely to be wind-driven because no significant near-sur-
face wind speed changes are associated with them. Over the
north of the Beaufort Sea, however, there are significant sur-
face  ocean  current  speed  increases  associated  with  the  sea
ice drift speed increases. In NESM3, the significant sea ice
drift  speed  increases  appear  mainly  over  the  Laptev  Sea,
Kara  Sea,  Barents  Sea,  Fram Strait,  and part  of  the  central
Arctic (Fig. 5a9). These changes are not wind-driven except
over the north and south of the Fram Strait and the west of
the Barents Sea, where significant near-surface wind speed
increases appear. Additionally, there are some areas of signi-
ficant sea ice drift speed decreases over the Canadian Basin
in NESM3, and they are associated with the strong signific-
ant  surface  ocean  current  speed  decreases  over  the  same
area.  In  the  other  six  models  (BCC-CSM2-MR,  BCC-
ESM1,  CAMS-CSM1-0,  CAS-ESM2-0,  CIESM,  and  FIO-
ESM-2-0),  there  are  only  a  few scattered  areas  of  signific-
ant sea ice drift speed, near-surface wind speed, and surface
ocean  current  speed  changes,  and  their  locations  are  not
matched well (Fig. 5).

In autumn, the sea ice drift trends and their relationship
with the near-surface wind speed and surface ocean current
speed  trends  in  the  observation/reanalysis  data  (Figs.  6a0,
b0,  and c0)  are  similar  to  those  in  spring  in  the  following
way: the autumn sea ice drift  speed also increases signific-
antly over most of the Arctic, and the BG and TDS are also
strengthened  during  1979–2014  in  the  NSIDC  Pathfinder.
The sea ice drift speed trends in autumn are also not wind-
driven  because  no  significant  near-surface  wind  speed
trends  in  ERA-I  are  associated  with  them.  They  are  only
weakly linked with the surface ocean current  speed trends.
The differences between the autumn and spring sea ice drift
trends are in their magnitudes and patterns. The autumn sea
ice drift speed trends over the southern Canadian Basin and
the Chukchi  Sea are much larger  than those in spring.  The
autumn  sea  ice  drift  trend  vectors  over  the  north  of  the
Laptev Sea are more curved than those in spring.

Compared to the observation/reanalysis, the autumn sea
ice drift speed trends in the nine models are only significant
over  a  small  part  of  the  Arctic  (Fig.  6).  These  areas  are
almost  only  located  outside  the  central  Arctic  except  in
NESM3,  in  which  significant  sea  ice  drift  speed  trends
appear  over  a  few narrow band-shaped areas  in  the  central
Arctic.  Areas  with  significant  near-surface  wind speed and
surface ocean current speed trends are also small,  and they
are rarely co-located with the significant sea ice drift speed
trends in the nine models. 

4.    Arctic basin-wide mean sea ice drift speed,
near-surface  wind  speed,  and  surface
ocean current speed

 

4.1.    Climatology of Arctic basin-wide mean sea ice drift
speed

Figure 7 shows that  both the simulated magnitude and
seasonal  evolution  of  the  Arctic  basin-wide  (the  domain  is
defined by the SCICEX box, which is shown as the red box
in Fig. 1a) mean sea ice drift speed vary among the nine mod-
els  and  are  different  from  those  in  the  observation.  In
NSIDC Pathfinder, the monthly Arctic sea ice drift speed cli-
matology (1979–2014) varies from 2.36 cm s−1 (in July) to
4.14  cm  s−1 (in  October)  across  different  months.  The
ensemble means of the sea ice drift speed from the nine mod-
els are overestimated in all the months. Individually, five of
the  nine  models  (BCC-CSM2-MR,  BCC-ESM1,  CAMS-
CSM1-0,  FGOALS-f3-L,  and  FIO-ESM-2-0)  overestimate
the climatological sea ice drift speed for all the months. One
model (FGOALS-g3) underestimates the sea ice drift speed
for  all  the  months.  CAS-ESM2-0 overestimates  the sea ice
drift  speed  from July  to  September  and  underestimates  the
sea ice drift speed in the other months. NESM3 overestim-
ates  the  sea  ice  drift  speed  from  March  to  October,  espe-
cially in July (overestimated by 3.38 cm s−1), and underestim-
ates the sea ice drift speed in the other months. CIESM over-
estimates the sea ice drift speed from December to July and
underestimates  the  sea  ice  drift  speed  in  the  other  months.
The climatological sea ice drift speed in CIESM is very low
from August to October. The September sea ice drift speed
is near zero.

The seasonality of the sea ice drift  speed in the model
ensemble mean is  similar  to  that  in  the NSIDC Pathfinder.
Individually,  however,  none  of  the  models  reach  a  min-
imum  in  July  like  the  observation  does:  four  reach  a  min-
imum in May, two in September, one in January, one in Feb-
ruary, and one in August. The simulated sea ice drift speed
from three of the models even peaks in July. Another three
models peak in October (same with the observation), one in
November, one in December, and one in January. The sea-
sonal variability among the 12 months (defined as the stand-
ard  deviation  of  the  climatological  sea  ice  drift  speed  in
12 months) is 0.53 cm s−1 in the NSIDC Pathfinder. In the
nine  models,  the  sea  ice  drift  speed  seasonal  variabilities
in  BCC-CSM2-MR  (0.54  cm  s−1),  CAMS-CSM1-0
(0.57  cm s−1),  and  FGOALS-g3  (0.50  cm s−1)  are  close  to
that in the NSIDC Pathfinder. The variabilities in BCC-ESM1
(0.84  cm  s−1),  CAS-ESM2-0  (0.71  cm  s−1),  CIESM
(2.21  cm  s−1),  FIO-ESM-2-0  (0.81  cm  s−1),  and  NESM3
(1.29  cm s−1)  are  obviously  larger  than  that  in  the  NSIDC
Pathfinder. In particular, the sea ice drift speed seasonal vari-
abilities in CIESM and NESM3 are about 2.4 and 4.2 times
that  in  the  NSIDC Pathfinder,  respectively.  The  variability
in  FGOAL-f3-L  (0.34  cm  s−1)  is  smaller  than  that  in  the
NSIDC Pathfinder.
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Fig. 6. Same as that in Fig. 5, but for autumn (SON).
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Fig. 6. (Continued).
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In  order  to  understand  which  range  of  sea  ice  drift
speed was the main cause of the bias in the Arctic mean sea
ice drift speed in these nine models, we present the probabil-
ity  distribution  of  the  Arctic  sea  ice  drift  in  the  models
against that in the NSIDC Pathfinder (Figs. 8 and 9). Figure
8 shows  that  six  models  (BCC-CSM2-MR,  BCC-ESM1,
CAMS-CSM1-0, CIESM, FGOALS-f3-L, and FIO-ESM-2-
0)  overestimate  the  mean  sea  ice  drift  speed  in  MAM
because  they  overestimate  the  frequency  of  the  high-speed
component  and  underestimate  the  frequency  of  the  low-
speed  component.  The  threshold  between  the  overestima-
tion  and underestimation for  these  models  ranges  from 3.2
cm s−1 (BCC-CSM2-MR) to 4.0 cm s−1 (BCC-ESM1). The
MAM sea ice drift speed distribution in NESM3 is close to
the observation, with a slight overestimation of sea ice drift
speed  between  2.0  cm  s−1 and  4.9  cm  s−1.  Two  models
(CAS-ESM2-0  and  FGOALS-g3)  underestimate  the  mean
sea ice drift speed because they overestimate the frequency
of  the  low-speed  component  and  underestimate  the  fre-
quency  of  the  high-speed  component.  The  threshold
between  the  overestimation  and  underestimation  for  CAS-
ESM2-0  and  FGOALS-g3  is  2.6  cm  s−1 and  1.7  cm  s−1,
respectively.

In SON, seven models (BCC-CSM2-MR, BCC-ESM1,
CAMS-CSM1-0, CAS-ESM2-0, FGOALS-f3-L, FIO-ESM-
2-0, and NESM3) overestimate the mean sea ice drift speed
because  they  overestimate  the  frequency  of  the  high-speed

component  and  underestimate  the  frequency  of  the  low-
speed component (Fig. 9). The threshold between the overes-
timation and underestimation for these models ranges from
3.0 cm s−1 (CAS-ESM2-0) to 4.4 cm s−1 (CAMS-CSM1-0).
Two  models  (CIESM  and  FGOALS-g3)  underestimate  the
mean sea ice drift speed because they overestimate the fre-
quency of  the low-speed component  and underestimate the
frequency  of  the  high-speed  component.  The  threshold
between the overestimation and underestimation for CIESM
and FGOALS-g3 is 2.4 cm s−1 and 2.3 cm s−1, respectively. 

4.2.    Relationship among the climatology of Arctic basin-
wide mean sea ice drift speed, surface ocean current
speed, and near-surface wind speed

The  seasonal  evolution  of  the  Arctic  basin-wide  mean
sea ice drift speed, surface ocean current speed, and near-sur-
face wind speed are shown in Fig. 10. There is no clear rela-
tion  between  the  seasonal  variations  of  the  sea  ice  drift
speed and near-surface wind speed in the observation/reana-
lysis  data.  In  contrast,  the  seasonal  variation of  the  sea  ice
drift  speed  agrees  with  that  of  the  surface  ocean  current
speed. Also, the seasonal variation of the near-surface wind
speed agrees with that of the surface ocean current speed.

Three  of  the  models  (CAS-ESM2-0,  CIESM,  and
FGOALS-f3-L)  agree  with  the  observation/reanalysis  in
that  there is  no clear  agreement between the seasonal  vari-
ation of the Arctic basin-wide mean sea ice drift speed and

 

 

Fig. 7. Arctic basin-wide mean sea ice drift speed (cm s−1) in NSIDC Polar Pathfinder (black line) and nine
CMIP6  models  (BCC-CSM2-MR,  BCC-ESM1,  CAMS-CSM1-0,  CAS-ESM2-0,  CIESM,  FGOALS-f3-L,
FGOALS-g3,  FIO-ESM-2-0,  and  NESM3)  from  China  for  the  period  of  1979–2014.  The  domain  of  the
spatial mean is the same as the SCICEX domain, which is marked as the red box in Fig. 1a.

JUNE 2022 YU ET AL. 919

 

  



near-surface wind speed. Of the remaining six models, four
of  them  (BCC-CMS2-MR,  BCC-ESM1,  CAMS-CSM1-0,
and FIO-ESM-2-0) show that the sea ice drift speed and the
near-surface  wind  speed  are  in  agreement  with  each  other.
Two of them (FGOALS-g3 and NESM3) show that the sea
ice  drift  speed  and  the  near-surface  wind  speed  are  negat-
ively correlated. For the relation between the seasonal vari-
ation  of  the  sea  ice  drift  speed  and  surface  ocean  current
speed,  four  of  the  models  (BCC-CMS2-MR,  BCC-ESM1,
CAMS-CSM1-0, and FIO-ESM-2-0) show good agreement.
There  is  no  clear  agreement  in  the  remaining  five  models
(CAS-ESM2-0,  CIESM,  FGOALS-f3-F,  GOALS-g3,  and
NESM3).  The  agreement  between  the  near-surface  wind
speed and surface ocean current speed is good in two of the
models (BCC-CMS2-MR and BCC-ESM1). The remaining

seven models show no clear agreement between the near-sur-
face wind speed and surface ocean current speed.
 

4.3.    Trend of Arctic basin-wide mean sea ice drift speed

Figures  11 and 12 show  the  time  series  and  linear
trends  of  the  Artic  basin-wide  mean  sea  ice  drift  speed  in
spring  and  autumn,  respectively,  during  1979–2014.  In  the
observation, the spring Arctic sea ice drift speed increases sig-
nificantly with a rate of 0.64 cm s−1 (10 yr)−1 from 1979 to
2014 (Fig.  11).  In  the  models,  however,  only FGOALS-g3
shows  a  significant  increase  in  spring  Arctic  sea  ice  drift
speed, and the trend is much weaker [0.18 cm s−1 (10 yr)−1].
NESM3 shows  a  weak  and  significant  decrease  [–0.15  cm
s−1 (10 yr)−1] in the Arctic sea ice drift speed. For the other
seven models, no significant trend in the Arctic sea ice drift

 

 

Fig.  8. The  frequency  distribution  of  the  spring  (MAM)  Arctic  sea  ice  drift  speed  in  nine  CMIP6  models  (BCC-
CSM2-MR,  BCC-ESM1,  CAMS-CSM1-0,  CAS-ESM2-0,  CIESM,  FGOALS-f3-L,  FGOALS-g3,  FIO-ESM-2-0,
and  NESM3)  for  the  period  of  1979–2014  against  that  in  the  NSIDC Polar  Pathfinder  (blue  line).  The  domain  of
probability distribution calculation is the same as the SCICEX domain, which is marked as the red box in Fig. 1a.
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speed  is  detected.  In  autumn,  the  observational  Arctic  sea
ice  drift  speed  shows  a  significant  increase  with  a  rate  of
0.89 cm s−1 (10 yr)−1 from 1979 to 2014 (Fig. 12), which is
larger  than  that  in  spring.  Of  the  models,  also  only
FGOALS-g3 shows a  significant  Arctic  sea  ice  drift  speed
increase, with a rate of 0.12 cm s−1 (10 yr)−1. No significant
Arctic sea ice drift  speed trend is  found for the other eight
models.  Zhang  et  al.  (2021)  also  investigated  the  linear
trends  of  the  Arctic  basin-wide  mean  sea  ice  drift  speed
based  on  the  NSIDC  Pathfinder  product  and  shows  larger
trends in spring and autumn than those found in this study.
This  may  be  linked  to  the  differences  in  spatial  average
domain and time period between our study and Zhang et al.
(2021). 

5.    Summary and conclusions

We have evaluated the Arctic sea ice drift and its relation-

ship with the near-surface wind and surface ocean current in
the  historical  runs  of  nine  CMIP6  models  from  China.
These  models  are  BCC-CSM2-MR,  BCC-ESM1,  CAMS-
CSM1-0,  CAS-ESM2-0,  CIESM,  FGOALS-f3-L,
FGOALS-g3,  FIO-ESM-2-0,  and  NESM3.  Sea  ice  drift
from  the  NSIDC  Pathfinder  product,  near-surface  wind
from  ERA-I,  and  surface  ocean  current  from  ORAS4  are
used  to  evaluate  the  model  results  for  the  period  of
1979–2014.  Both  the  spatial  patterns  and  the  Arctic  basin-
wide mean (averaged over the SCICEX domain) of the sea
ice  drift,  near-surface  wind,  and  surface  ocean  current  are
compared. The main conclusions are listed below:

(1)  All  nine  models  capture  the  Beaufort  Gyre  (BG)
and the Transpolar Drift Stream (TDS) in spring except for
NESM3,  in  which  there  are  three  small  anticyclonic  vor-
tices  aligned  together  instead  of  a  BG over  the  Amerasian
basin. These anticyclonic vortices are likely current-driven.
Four  of  the  nine models  show similar  extent,  location,  and

 

 

Fig. 9. Same as that in Fig. 8, but for autumn (SON).
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Fig.  10. The seasonal  cycle of  Arctic basin-wide mean sea ice drift  speed (cm s−1,  red line),  near-surface wind speed
(m s−1, green line), and surface ocean current (cm s−1, blue line) in the observation/reanalysis (NSIDC Polar Pathfinder
for sea ice drift speed, ERA-Interim for near-surface wind speed, and ORAS4 for upper layer ocean current) and in nine
CMIP6 models from China for the period of 1979–2014. The domain of the spatial mean is the same as the SCICEX
domain, which is marked as the red box in Fig. 1a.
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strength of BG and TDS as that in the observation in spring.
In autumn, two of the nine models show a similar BG extent
as  that  in  the  observation  while  five  of  the  nine  models
show  a  larger  BG  extent  and  stronger  BG  magnitude  than
that in the observation.

(2)  For  the  relationship  among  the  spatial  patterns  of
sea  ice  drift,  near-surface  wind,  and  surface  ocean current,
seven of the nine models agree with the observation/reana-
lysis  in  the  sense  that  the  spring  (MAM)  sea  ice  drift  pat-
tern  is  in  good  agreement  with  the  near-surface  wind  pat-
tern. Six of the nine models also show that the sea ice drift
pattern is in good agreement with the surface ocean current
pattern. However, they are not in good agreement in the obser-
vation/reanalysis. In autumn (SON), the relationship among
the spatial patterns of sea ice drift, near-surface wind, and sur-
face ocean current is similar to that in spring for all nine mod-
els  except  CIESM,  in  which  the  sea  ice  drift  pattern  does
not match well with near-surface wind in autumn.

(3)  The  observation/reanalysis  shows  that  the  sea  ice
drift speed significantly increased over most of the Arctic in
spring  and  autumn  from 1979  to  2014.  These  sea  ice  drift
speed  changes  are  not  wind-driven  because  no  significant
near-surface wind speed changes are associated with them.
Besides,  the  observational  sea  ice  drift  speed  changes  are
only  weakly  linked  with  the  surface  ocean  current  speed
changes.  Of  the  nine  models,  only  FGOALS-f3-L,
FGOALS-g3,  and  NESM3  partly  capture  the  significant
spring sea ice drift acceleration over the Arctic. Areas with
the significant near-surface wind speed and surface ocean cur-
rent speed changes are also small and rarely co-located with

the sea ice drift speed changes in all nine models except for
NESM3.

(4)  Compared  with  the  observation,  more  than  half  of
the models (five out of nine) overestimate the Arctic basin-
wide climatological sea ice drift speed in all 12 months dur-
ing 1979–2014. One model (FGOALS-g3), in contrast, under-
estimates the sea ice drift speed in all 12 months. The simu-
lated  peaks  and  troughs  of  the  sea  ice  drift  speed  seasonal
cycle in most of the models do not agree with the observa-
tion.

(5) For the trend of the Arctic basin-wide mean sea ice
drift speed from 1979 to 2014, eight of the nine models do
not capture the observational significant sea ice drift  speed
increase in both spring and autumn. Only FGOALS-g3 cap-
tures a  weak,  but  significant  sea ice drift  speed increase in
both spring and autumn.

Since both the BG and TSD patterns of the nine mod-
els in the normal mean sea ice drift field (averaged over all
the years from 1979–2014) are close to these patterns in the
sea  ice  field  averaged  over  the  years  with  the  AO  index
being less than –1.0 (Figs. S2 and S3 in the electronic supple-
mentary  material),  the  differences  in  BG  and  TSD  depic-
tion ability of the nine models are associated with their BG
and TSD depiction ability in the negative phase of the AO.
The  missing  widespread  sea  ice  drift  speed  acceleration
across the Arctic in the nine models indicates that improve-
ments  in  the  formulation  and  parameterization  of  sea  ice
dynamics are needed in these models, such as the sea ice rhe-
ology.

The  uncertainty  in  NSIDC  Pathfinder  sea  ice  drift

 

 

Fig. 11. Arctic mean spring (MAM) sea ice drift speed in NSIDC Polar Pathfinder and nine CMIP6 models (BCC-
CSM2-MR,  BCC-ESM1,  CAMS-CSM1-0,  CAS-ESM2-0,  CIESM,  FGOALS-f3-L,  FGOALS-g3,  FIO-ESM-2-0,
and NESM3) from China for  the period of  1979–2014.  The table  in  the upper  left  shows the corresponding linear
trend of the sea ice drift speed [cm s−1 (10 yr)−1]. Asterisk indicates the confidence level of the trend reaches 95%.
The domain of the spatial mean is the same as the SCICEX domain, which is marked as the red box in Fig. 1a.
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speed is noteworthy. Based on daily sea ice drift speed, Doc-
quier et al. (2017) showed that the Arctic basin-wide sea ice
drift speed seasonal evolution in NSDIC Pathfinder is differ-
ent  from that  in  the Arctic  buoy observation.  According to
the  daily  or  12-hourly  Arctic  buoy  observations,  sea  ice
drift  speed  peaks  in  September  and  troughs  in  March
(Olason  and  Notz,  2014; Docquier  et  al.,  2017; Tandon  et
al., 2018).

The source of  Arctic  sea ice drift  is  different  from the
sources  of  near-surface  wind  and  surface  ocean  current  in
our  study.  These  differences  may  introduce  uncertainty  in
the obtained relationship between the sea ice drift, near-sur-
face  wind,  and  surface  ocean  current.  In  order  to  investig-
ate this uncertainty, we changed the near-surface wind data
source  from  ERA-Interim  to  NCEP/NCAR  Reanalysis
(NCEP-R1) because it is one of the sources to calculate the
NSIDC Pathfinder sea ice motion. We also changed the sur-
face  ocean  current  source  from  ORAS4  to  Pan-Arctic  Ice
Ocean  Modeling  and  Assimilation  System  (PIOMAS)
because PIOMAS uses the NCEP-R1 as the atmospheric for-
cing,  including  the  near-surface  wind.  After  the  near-sur-
face  and surface  ocean current  data  sources  were  changed,
the  relationship  between  the  Arctic  sea  ice  drift  and  the
near-surface wind remained the same (Figs. S4–S8 in the elec-
tronic  supplementary  material).  The  relationship  between
the  Arctic  sea  ice  drift  speed  and  surface  ocean  current
speed trend is much better after the sources of near-surface
wind and surface ocean current were changed (Figs. S7 and
S8 in the electronic supplementary material). Therefore, the
uncertainty  in  the  relationship  between  the  Arctic  sea  ice
drift and the surface ocean current is large.

In the future, investigation of the air–ice and ice–ocean
drag coefficient differences among the models could be help-

ful  to  explain  the  differences  in  sea  ice  drift-wind  and  sea
ice drift-ocean current relationships among the models (Tan-
don et al., 2018). In addition, the temporal variations of the
relationship between sea ice drift speed, near-surface wind,
and surface ocean current in the models also need to be invest-
igated in the future as the influence of wind and ocean cur-
rent on the Arctic sea ice drift change has decadal variabil-
ity (Spreen et al., 2011; Kwok et al., 2013).
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