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Abstract
Time-resolved laser-induced incandescence (TiRe-LII) is increasingly being used to characterize non-carbonaceous nano-
particles. However, there exist several measured phenomena, particularly on metal nanoparticles, that cannot be explained 
using traditional models. This paper shows that some of these phenomena may be due to errors caused by the Rayleigh 
approximation of Mie theory, which is a standard approach for modeling the spectral absorption of carbonaceous nanopar-
ticles but is generally invalid for metal nanoparticles. Other measurement phenomena can be explained by combining Mie 
theory with a polydisperse particle size distribution or by considering the change in the refractive index as the nanoparticles 
melt. Also, the effect of the nanoparticle charge on optical properties is investigated and is found to have a negligible effect 
on the TiRe-LII model.

1  Introduction

The unique chemical and electromagnetic properties of 
metal nanoparticles [1] underlie advancements in many 
areas of engineering and science, including drug delivery 
[2], photothermal cancer therapy [3], ultra-sensitive biosens-
ing [4], and photovoltaic devices [5]. Gas-phase synthesis 
routes are capable of producing industrially relevant quan-
tities of metal nanoparticles, but, since the functionality of 
nanoparticles is strongly size dependent, there is a growing 
demand for in situ diagnostics for measuring nanoparticle 
size, to understand the connections between local reactor 
conditions and nanoparticle formation, and, ideally, to pro-
vide feedback for online control of the synthesis process. 
Diagnostics are also needed to assess the unintended impact 
of incidental metal nanoparticles on public health [6] and 
ecosystems [7, 8].

Time-resolved laser-induced incandescence (TiRe-LII), 
which is mainly used to measure the primary particle size 
and volume fraction of soot in combustion-related appli-
cations, is a promising diagnostic for fulfilling this need 
[9–11]. In this technique, a nanosecond laser pulse heats 
the nanoparticles within a sample volume of aerosol, and 
the subsequent emission (assumed to be purely incandes-
cence) is collected at one or more wavelengths. The spectral 
intensity data are connected to the unknown nanoparticle 
volume fraction and size distribution via two coupled mod-
els: a spectroscopic model that relates the observed spectral 
incandescence to an instantaneous temperature of the nano-
particle ensemble, and a heat transfer model that relates the 
temperature decay to the nanoparticle size distribution and 
other thermophysical properties of interest. While much of 
the development of TiRe-LII has focused on soot, this tech-
nique is increasingly applied to non-carbonaceous nanopar-
ticles, including metals [12–17], metalloids [18–20], and 
oxides [10, 21, 22].

Unfortunately, current measurement models cannot 
wholly explain some commonly observed phenomena in 
TiRe-LII signals. In the case of metal nanoparticles, this 
includes “excessive absorption” wherein an energy balance 
based on the peak pyrometrically inferred nanoparticle tem-
perature suggests that the nanoparticles absorb considerably 
more laser energy than can be accounted for based on the 
laser fluence and spectral absorption cross section at the 
excitation wavelength, cf. Fig. 1 [23]. Excessive absorption 
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has been reported for iron, molybdenum, and silver nano-
particles [23, 24]. Moreover, TiRe-LII measurements on 
iron nanoparticles must be interpreted by treating the com-
plex refractive index of iron, mλ, as uniform [25] or nearly 
uniform [23] over the detection wavelengths to obtain the 
expected particle size distribution and peak nanoparticle 
temperature. This is contrary to the bulk property given in 
the literature, which varies significantly over the visible and 
near-infrared spectra. Another unexplained feature concerns 
the intensity scaling factor (ISF), a coefficient that relates 
the nanoparticle incandescence calculated using the spec-
tral absorption cross section and the blackbody intensity to 
the detected incandescence signal [26]. The ISF accounts 
for the efficiency and configuration of the collection optics 
and the aerosol volume fraction; so it should, in principle, 
remain constant during a single shot measurement provided 
the laser fluence is low enough to avoid significant particle 
vaporization. Nevertheless, the effective ISF inferred from 
TiRe-LII measurements on liquid silicon nanoparticles [20], 
iron, molybdenum, and silver nanoparticles [27], and soot 
[26, 28, 29] shows that this quantity changes over time in 
a manner that cannot be explained by evaporation of the 
nanoparticle material alone.

Various hypotheses have been proposed to inter-
pret these phenomena. Eremin et  al. [24] propose a 

size-dependent refractive index function for carbon and 
iron nanoparticles to explain the excessive absorption phe-
nomenon. However, while the apparent refractive index 
may become size dependent through electron scattering 
from the nanoparticle surface, this phenomenon only 
occurs for nanoparticle diameters that approach the mean 
free electron path, which is typically only a few nanom-
eters [30, 31].

Alternatively, the anomalies could be explained by short-
lived non-incandescent laser-induced emission (LIE) that 
may contaminate the incandescence signals. Non-incandes-
cent emission could arise from a variety of sources [12], 
such as: stimulated emission from bulk gas molecules [7]; 
emission from electronically excited species vaporized 
from the nanoparticle [32]; chemiluminescence from reac-
tions between the evaporated species and the nanostruc-
tures [33]; photoemission from the nanoparticles caused by 
non-radiative plasmon decay [34]; hot-electron intraband 
luminescence [35]; or broadband bremsstrahlung emission 
from a plasma in the gas phase caused by electron emission 
from the laser-irradiated nanoparticle by thermionic emis-
sion [36], thermally assisted photoemission [37], plasmonic 
decay photoemission [38], or other processes. The reverse 
process, inverse neutral bremsstrahlung, in which electrons 
absorb incident photons over a broad range of wavelengths 
as the electrons accelerate around neutral gas molecules, 
could also account for an enhanced absorption cross sec-
tion [36].

While some or all of these phenomena may be occur-
ring, we suggest that, for metal nanoparticles, many of these 
unexplained anomalies may originate from a misapplica-
tion of Rayleigh theory to model the spectral absorption 
cross section of the nanoparticles. Rayleigh theory has been 
nearly universally applied to interpret TiRe-LII measure-
ments on non-carbonaceous nanoparticles (e.g., [11, 20, 25, 
40–43]), with the justification that the size criterion is satis-
fied (xp = πdp/λ ≪ 1). However, this rationale disregards the 
second criterion needed to ensure the validity of the elec-
trostatic approximation: |mλ|xp ≪ 1. For metal nanoparticles, 
|mλ| is usually much larger than for carbonaceous nanopar-
ticles in the visible and near-infrared spectra, such that this 
criterion is generally not satisfied. In this case, the Rayleigh 
theory should not be applied to interpret TiRe-LII measure-
ments. Errors induced by a misapplication of Rayleigh the-
ory can be further exacerbated by modeling an aerosol con-
taining polydisperse particle sizes as monodisperse, which 
is a common practice to simplify data analysis. Moreover, 
while most TiRe-LII models account for the temperature 
dependence of specific heat and density, radiative properties 
are almost always treated as invariant as the nanoparticles 
heat and then cool. This may be an inaccurate assumption for 
most metal nanoparticles, which change from solid to liquid 
during laser heating.
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Fig. 1   Excessive absorption phenomenon in metal nanoparticles 
adopted from Sipkens et  al. [23], including experimental data from 
Sipkens et al. [23], Kock et al. [25], Eremin et al. [24] and Sipkens 
et al. [39]. The ordinate axis is the ratio of the absorption efficiency 
calculated from calorimetry, (Qabs,λ)exp to the one predicted from 
the spectroscopic model, (Qabs,λ)spectr. The spectroscopic absorption 
efficiency is found by using Rayleigh approximation and assuming 
a monodisperse aerosol with a geometric mean of the size distribu-
tion as nanoparticle size, while (Qabs,λ)exp is found by using the peak 
pyrometry effective temperature in calorimetry. The excitation wave-
length in all experiments was 1064 nm
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This paper investigates how applying Mie theory, incorpo-
rating polydispersity of primary particle sizes, and accounting 
for the change in the refractive index about the melting point, 
may explain anomalies in TiRe-LII measurements on metal 
nanoparticles. We start by introducing the spectroscopic and 
heat transfer models used in TiRe-LII analyses, including a 
summary of Mie theory as it applies to the absorption of E–M 
waves by silicon, iron, silver, and molybdenum nanoparticles. 
Synthetic signals are generated for monodisperse and polydis-
perse aerosols by applying Mie theory to modeled nanoparticle 
temperature decays. The signals are then interpreted using the 
Rayleigh approximation and a quadrupole approximation to 
Mie theory to investigate the effect that these approximations 
have on the inferred properties. We show that using Mie theory 
instead of the Rayleigh approximation and considering poly-
disperse particle sizes explains the discrepancy between the 
experimentally derived and simulated ISF and may partially 
explain the apparent discrepancy in the E(m) ratio at the detec-
tion wavelengths for iron nanoparticles, while these effects 
combined with the change in refractive index when the nano-
particles melt partially accounts for the apparent enhanced 
absorption cross section. We also show that the nanoparti-
cle charge state is unlikely to contribute to these anomalies. 
Remaining anomalies suggest that some other spectroscopic 
phenomena must also be occurring to explain the enhanced 
absorption of laser energy, particularly for silver nanoparticles.

2 � TiRe‑LII measurement model

2.1 � Spectroscopic model

For a polydisperse, optically thin aerosol, the total spectral 
incandescence, Jλ, emitted by heated nanoparticles within 
the probe volume is found by

where Λ is the intensity scaling factor (ISF) [26]; Ib,λ is the 
blackbody spectral intensity at the nanoparticle tempera-
ture, Tp; dp is the nanoparticle size; p(dp) is the instantane-
ous nanoparticle size distribution; and Qabs,λ is the spectral 
absorption efficiency, which is discussed further in Sect. 3. 
While the particle sizes in most aerosols are polydisperse, 
many LII studies model the aerosol as monodisperse. In this 
case, Eq. (1) simplifies to

Equations (1) and (2) connect the measured spectral incan-
descence from the probe volume, Jλ(t), to the particle tem-
perature. The spectral incandescence measured at two or 
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more wavelengths is then used to infer an “effective” pyro-
metric temperature that is a point estimate of the distribu-
tion of nanoparticle temperatures within the probe volume 
at any instant. This calculation and its relationship with the 
spectroscopic properties of the nanoparticles are discussed 
further in Sect. 3. References [11, 44] provide further details 
on the LII spectroscopic model.

2.2 � Heat transfer model

The spectroscopic model is coupled with a heat transfer model 
that describes how the nanoparticle temperature (which indi-
cates its sensible energy) changes with time. For each size 
class, the nanoparticle temperature is found by solving

where ρp and cp are the density and specific heat of the nano-
particle, respectively, and qlaser, qevap and qcond are the laser 
absorption, evaporation and conduction heat transfer rates, 
respectively. Laser heating is given by

where F0 is the laser fluence, f(t) is the temporal laser pro-
file, and λlaser is the laser wavelength. Since the diameters 
of the nanoparticles involved in TiRe-LII measurements are 
smaller than the mean free path of the buffer gas in most 
TiRe-LII experiments (> 1 µm), evaporation typically occurs 
in the free molecular (Knudsen) regime, and the evaporation 
heat transfer rate is given by

where ΔHv is the molar latent heat of vaporization, NA is 
Avogadro’s number,

is the number flux of evaporated molecules from nanoparti-
cle surface, nv and cv are the number density (in molecules/
m3) and the mean thermal speed of the evaporated species, 
pv is the vapour partial pressure of the evaporated species, 
kB is Boltzmann’s constant, and mv is the molecule mass of 
the evaporated species. The Clausius–Clapeyron equation 
gives the partial pressure
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where p* and T* are the reference pressure and temperature, 
respectively, and R is the universal gas constant [43, 45]. 
The evaporation rate also causes the nanoparticle mass to 
change according to

The instantaneous nanoparticle mass is then used to cal-
culate the nanoparticle diameter given by

Heat conduction also occurs within the free molecular 
regime and is given by [23, 44]

where Ng″ is the incident gas number flux; ng = pg/(kBT) is 
the molecular number density of the buffer gas; cg,t = [8kBTg/
(πmg)]1/2 is the mean thermal speed of the carrier gas; pg, 
Tg, and mg are the carrier gas pressure, temperature, and 
molecular mass, respectively; 〈E0−Ei〉 is the average energy 
transfer per collision, which can be written using the thermal 
accommodation coefficient, α,

where ζrot is the number of rotational degrees of freedom of 
the buffer gas. In the present study, we consider monatomic 
gases such that ζrot = 0. The conduction cooling term then 
reduces to

Other heat transfer terms, including radiation and thermionic 
emission, are typically much smaller than evaporation and 
conduction and can be excluded from the model. Further 
details on the LII heat transfer model can be found in Refs. 
[11, 44].

3 � Spectral absorption efficiency 
of nanoparticles

3.1 � Optical properties

Equations (1) and (2) highlight the importance of the spec-
tral absorption efficiency when interpreting TiRe-LII data. 
Assuming that the nanoparticles are large enough to ignore 
electron scattering effects [30, 31], which only become 
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important when nanoparticle diameters approach the mean 
free electron path of the bulk material, the spectral absorp-
tion cross section of a nanoparticle depends exclusively 
on two parameters: the size parameter, xp = πdp/λ, and the 
electromagnetic properties of the bulk material, expressed 
in terms of the complex refractive index, mλ = nλ + jkλ, or 
complex dielectric permittivity, ελ= εI + jεII. These latter 
quantities are related by

The Lorentz–Drude model can describe some metal die-
lectric functions. It is given by [46]

where ω = 2πc0/λ is the angular frequency of the incident 
wave, c0 is the speed of light in a vacuum, ωp is the plasma 
frequency of the electrons with an oscillator strength of fn, 
and Γn is the damping coefficient, which is related to the col-
lision frequency between electrons and atoms/ions by τ = 1/
Γn. The Drude term in Eq. (14) accounts for free-electron 
effects (intraband transitions) and the Lorentz term accounts 
for bound-electron effects (interband transitions).

In most LII experiments on metal aerosols reported in the 
literature, the nanoparticles start as a solid and melt as they 
are heated. Exceptions include molybdenum nanoparticles, 
which remain solid due to their comparatively high melt-
ing temperature, and silicon and germanium nanoparticles 
within a microwave plasma reactor, e.g., Ref. [19], in which 
the nanoparticles are in liquid state throughout the measure-
ment. Accordingly, it is crucial to consider the electromag-
netic properties of both the solid and liquid phases, which 
may differ significantly primarily due to changes in the 
electron band structure. The Drude model can also describe 
the optical properties of some liquid metals and metalloids, 
specifically those in which interband transition effects are 
not significant over the spectrum of interest. Values of ωp, f0, 
and Γ0 for liquid silicon and silver are taken from Refs. [49] 
and [51], respectively. The refractive index of solid silver is 
calculated using Eq. (14) with model parameters adapted 
from Ref. [46]. In cases where the Drude model is not valid 
(iron and molybdenum [52]), the optical properties are taken 
from ellipsometry measurements carried out on bulk sam-
ples, with the values summarized in Table 1.

3.2 � Evaluating the absorption cross section

The absorption efficiency of nanoparticles can be obtained 
from the optical properties of the bulk material using one of 
the several candidate models. Most generally, the spectral 
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absorption efficiency of a non-magnetic, uncharged, spheri-
cal nanoparticle embedded in a dielectric material can 
be found directly by Mie theory [53, 54]. In this theory, 
extinction and scattering efficiencies, denoted by Qext,λ and 
Qsca,λ, respectively, are defined as the ratios between the cor-
responding radiative and geometrical cross sections of the 
spherical particle. Assuming that the sphere is embedded 
within a vacuum or a medium having a refractive index of 
unity (e.g., most gases at visible and near-infrared), Qext,λ 
and Qsca,λ are given by

and

where

and

are scattering coefficients; u = ελ
1/2; ελ is the relative complex 

permittivity of the nanoparticle; and Ψl and ξl are the Ric-
cati–Bessel functions of order l. Finally, the spectral absorp-
tion cross section is inferred from

While Mie theory provides an exact solution to the spec-
tral absorption coefficient of spherical nanoparticles, it is 
rarely used to analyze LII data due to the computational 
effort associated with evaluating the Riccati–Bessel func-
tions and because it requires knowledge of the nanoparticle 
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diameter, which is typically unknown and the focus of the 
LII analysis.

Instead, practitioners use an approximation for the 
absorption cross section. Invoking the electrostatic approxi-
mation, in which the variation of the electromagnetic field 
inside the nanoparticle is assumed to be negligible at any 
instant, is tantamount to neglecting the influence of electro-
magnetic field coupling [54]. This results in the Rayleigh 
approximation to Mie’s equations, in which

where

is the absorption function. This approach is appealing for 
two reasons: (1) this model is far simpler and much less 
computationally expensive to implement compared to the 
full Mie equations, and (2) the electrostatic assumption sepa-
rates the influence of the bulk electromagnetic (mλ or ελ) and 
size (xp = πdp/λ) on Qabs,λ. Consequently, the peak effective 
temperature derived from the TiRe-LII data is nearly inde-
pendent of size, and, for the monodisperse case, the spec-
troscopic and heat transfer submodels can be decoupled and 
solved sequentially. For these reasons, the Rayleigh approxi-
mation is almost universally applied to analyze LII data.

The validity of the Rayleigh approximation relies on two 
criteria: (1) xp ≪ 1, and (2) that the phase shift parameter 
satisfies xp|mλ| ≪ 1. While the latter criterion is usually satis-
fied for carbonaceous nanoparticles (e.g., soot), this is not 
true for metal nanoparticles since they have a much larger 
refractive index, as shown in Fig. 2. Consequently, the inter-
nal electric field of the nanoparticle during wave interaction 
is not sufficiently uniform to be approximated by a single 
dipole for the wavelengths important to LII. This finding 
conflicts somewhat with a recent paper by Sorensen et al. 
[56], who downplay the importance of the phase shift cri-
teria because, they argue, absorption is an incoherent phe-
nomenon. They also suggest that all spheres, regardless of 
size, display semi-quantitative Rayleigh behaviour for the 
condition xp·k < 0.3. However, their study assumes a fixed 
value of n = 1.5, which is much smaller than values typical 
of metals in the visible and near-infrared and ignores the 
fundamental correlation between k and n through the plas-
mon frequency and electron damping coefficient—moreover, 
the Mie absorption, Eq. (19), is a linear combination of Mie 
scattering coefficients al and bl which depend on both n and 
k through u = (εp)1/2 = mλ. This can be shown by examin-
ing the difference between Rayleigh and Mie absorption 
efficiency predictions and the phase shift parameter over a 
range of n and k values expected for non-plasmonic metal 
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Table 1   Refractive index of metal nanoparticles examined in this 
work

Material λ = 442 nm λ = 716 nm λ = 1064 nm

Fe (solid, 30 °C) [47] 2.54 + 2.74 j 2.86 + 3.21 j 2.93 + 3.99 j
Fe (liquid, 1616 °C) [48] 2.37 + 3.21 j 3.48 + 4.13 j 5.64 + 5.01 j
Si (liquid, 1414 °C) [49] 2.11 + 4.53 j 3.58 + 5.95 j 5.06 + 7.18 j
Mo (solid, 1926 °C) [50] 2.83 + 3.45 j 3.83 + 4.09 j 4.29 + 5.30 j
Ag (solid, 30 °C) [46] 0.14 + 2.25 j 0.16 + 4.42 j 0.24 + 6.87 j
Ag (liquid, 962 °C) [51] 0.10 + 2.92 j 0.25 + 4.89 j 0.55 + 7.31 j
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nanoparticles at 1064 nm (n ∈ [1, 7], k ∈ [1, 7]). These dif-
ferences are highly correlated with the phase shift param-
eter (Pearson correlation coefficients greater than 90% for 
nanoparticles with dp < 100 nm), which can, thus, be used 
as an error metric.

The shortcomings of the Rayleigh approximation present 
a need for other Qabs,λ models that are more accurate but 
avoid the complexity and computational effort of the full 
Mie solution. Schebarchov et al. [57] recently presented a 
simple, computationally efficient, closed-form approxima-
tion to the exact Mie solution for metal nanospheres under 
100 nm:

and

The extinction and scattering efficiencies can be approx-
imated using the scattering coefficients, a1 and b1, as 
defined above. Equations (22) and (23) predict scattering 
and absorption spectra of metal nanospheres and account 
for localized surface plasmon resonances (LSPR) which 
depends mostly on b1 (electric dipole), b2 (electric quad-
rupole) and a1 (magnetic dipole). The electric quadrupole, 
b2, and magnetic dipole, a1, contributions are of the order 
xp

5. The remaining truncated terms are of order xp
7 or higher.

3.3 � Defining the effective temperature 
and intensity scaling factor

Most often, the raw TiRe-LII data are converted into an 
effective temperature via a calibration (which relates the raw 
data to spectral incandescence measurements) and then a 
spectroscopic model, cf. Eq. (2). This approach is appealing 
for several reasons: it reduces the dimension of the infer-
ence problem; it avoids the need to infer the intensity scaling 
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factor, which relates the measured LII signal to the spectral 
incandescence [26]; and it gives a temperature that provides 
some physical insight into the heat transfer processes that 
govern nanoparticle heating and cooling. In general, one 
can define an effective temperature at any given instant in 
time using a least squares analysis by assuming that all the 
detected radiation is due to nanoparticle incandescence,

In the above equation, all the terms are time dependent, 
including the ISF and absorption efficiency. If Rayleigh 
theory is used to model Qabs,λ, the inference becomes

The πdp
2/4 and πdp

3/λ terms are merged into Λ coefficient in 
Eqs. (24) and (25), respectively. For the particular case of 
two-color pyrometry (w = 2), a closed-formed solution for 
Teff is found by invoking Wien’s approximation and taking 
the ratio of the signals

and E(m)r = E(mλ1)/E(mλ2). This avoids calculating the ISF 
altogether, although the parameter can still be evaluated by 
substitution and contains useful information [26].

If one cannot invoke the Rayleigh approximation, the 
absorption cross section is a non-linear function of the 
nanoparticle diameter. Accordingly, defining an effective 
temperature now requires knowledge of dp, which is not 
generally known a priori. One solution is to also define an 
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effective diameter, dp,eff, which can then used to define an 
effective temperature,

This effective temperature corresponds to an ensemble 
average of the temperatures in the real aerosol and represents 
the temperature of a hypothetical monodisperse aerosol of the 
specified effective diameter that will produce an emission spec-
trum that most closely resembles the experimental emission 
spectrum. An identical treatment must be applied to simulated 
data to infer the effective temperature. One candidate effective 
diameter is the geometric mean, dp,g, which is motivated by the 
fact that, when using Rayleigh theory to interpret laser absorp-
tion and incandescence from nanoparticles during conduction-
dominated cooling, the pyrometric temperature would corre-
spond to that of a hypothetical monodisperse aerosol containing 
nanoparticles having the geometric mean diameter of the poly-
disperse aerosol [58]. Alternatively, the volumetric diameter

could be used.
The pyrometric temperature is often used to indicate the 

internal energy of the atoms and molecules in the nanopar-
ticle, and the variation of peak pyrometric temperature with 
laser fluence is often related to evaporation and sublimation. 
If exact nanoparticle size distribution and corresponding 
size-dependent temperatures are known, the instantaneous 
thermodynamic temperature (i.e., the temperature that indi-
cates the average internal energy of the nanoparticles within 
the probe volume) could be calculated from

where as before, all of the terms can be a function of time.

4 � Effect of the spectroscopic model 
assumptions on TiRe‑LII data 
interpretation

Consider now the kind of errors that will result if the Rayleigh 
approximation is used to simulate the incandescence signals.
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4.1 � Effect of the spectroscopic model assumptions 
on the simulated nanoparticle temperature

Most TiRe-LII analyses assume that nanoparticles are 
heated to the same peak temperature regardless of their 
size, a consequence of the fact that the Rayleigh absorp-
tion cross section and the sensible energy of the nanopar-
ticle are both proportional to dp

3. Consider simulated LII 
measurements on liquid silicon nanoparticles generated 
using model parameters adapted from Menser et al. [20]. 
Nanoparticles are heated using a spatially uniform and 
temporally Gaussian pulse at 1064 nm with a full-width 
half-maximum of 15 ns at a fluence of 8 mJ/mm2. The 
bath gas consists of 93% Ar and 7% H2 at Tg = 1500 K and 
Pg = 10 kPa, and α = 0.2 is assumed for the heat transfer 
model. Figure 3a shows that the Rayleigh model predicts 
an approximately identical temperature profile for nano-
particles of different sizes, with the only differences stem-
ming from a size-dependent nanoparticle dilation due to 
the temperature-dependent density, and a size-dependent 
evaporation rate. In contrast, Mie theory predicts a much 
broader range in peak temperatures, which results in a 
strong size-dependent decay rate in the nanoparticle tem-
perature following the peak temperature, with large nano-
particles exhibiting rapid mass loss due to evaporation, cf. 
Fig. 3b. This would result in significant errors that would 
propagate into inferred nanoparticle diameters. The quad-
rupole approximation, Eqs. (22) and (23), generally over-
predicts the absorption cross section of larger nanoparti-
cles, increasing the range of modeled peak temperatures, 
cf. Fig. 3c. Consequently, more mass loss is predicted for 
larger nanoparticles due to superheating relative to Mie 
theory, especially during the laser pulse period.

4.2 � Effect of the spectroscopic model assumptions 
on the prompt effective temperature

Consider the Mie theory results shown in Fig. 3b as the 
ground truth. Incandescence signals are generated by inte-
grating the incandescence emitted by each size class over 
a lognormal distribution having a geometric mean and 
standard deviation of 25 nm and 1.3, respectively, follow-
ing Eq. (1). Spectral signals are generated by sampling 
the incandescence between 425 nm and 700 nm at 0.4 nm 
intervals, matching the resolution of the spectrometer used 
in Ref. [20]. The simulated incandescence signals are then 
used to calculate an effective temperature using either (1) 
the Rayleigh approximation, Eq. (25), or (2) Mie theory 
with dp,g or dp,v as effective diameter, Eq. (27). Fig. 4 
shows that the effective temperature obtained from the 
Rayleigh interpretation closely resembles the thermody-
namic temperature and that the Rayleigh- and Mie-based 
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temperatures are quite similar. This suggests that it may 
be reasonable to use the Rayleigh/monodisperse approxi-
mation to calculate a pyrometric temperature, even if the 
phase shift criterion is violated.

Figure 5 shows the nanoparticles temperature distribu-
tion at the peak incandescence signal when the absorption 
efficiency is calculated: (1) using Rayleigh approximation, 
Tpeak

Rayl(dp); and (2) using Mie theory, TMie
peak(dp). The simula-

tion assumptions are identical to what is used to generate 
Fig. 3. As previously discussed, the peak temperature pre-
dicted using Rayleigh theory is more uniform compared to 

Mie theory. The Tpeak
Rayl(dp) and TMie

peak(dp) distributions are then 
used to define a pyrometric temperature using the Rayleigh 
approximation, Eq. (25), to process the total incandescence 
signal calculated using p(dp) in Eq. (1). The error in pre-
dicting the peak temperature distribution, TMie

peak(dp)−Tpeak
Rayl(dp) 

caused by the Rayleigh approximation, propagates into the 
pyrometric temperature through the modeled incandescence 
signal. Furthermore, this error increases as the distribution 
becomes wider or as it shifts towards larger particles. There-
fore, we expect that the pyrometric temperature difference 
further increases by increasing the geometric mean or geo-
metric standard deviation in p(dp).
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Fig. 3   Temperature of liquid silicon nanoparticles obtained using a 
laser having a uniform spatial and Gaussian temporal profile. Results 
are shown for a range of spectroscopic models, including: a the Ray-

leigh approximation, Eq. (20); b Mie theory; Eqs. (15) and (16); and 
c the quadrupole approximation [57], Eq. (22)
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4.3 � Anomalies in the intensity scaling factor

Next, consider the anomalies in the effective ISF for TiRe-
LII measurements on silicon nanoparticles reported by 
Menser et al. [20]. Effective temperatures and ISFs are eval-
uated using Rayleigh theory and shown as circles in Fig. 6b. 
While one would expect the effective ISF to be constant, 
analysis of experimental data shows that it varies with time, 
and decreases sharply after the laser pulse. Menser et al. [20] 
attributed this trend, in part, to the fact that the streak camera 
data are “temporally blended” due to the finite width of the 
spectrograph slit. To understand the origin of this anomaly, 
we simulate the incandescence signal using Eq. (1), and pro-
gressively relax a range of assumptions in the spectroscopic 
model used to generate the signal. In all cases, Rayleigh 
theory is used to calculate the effective temperature from 
the simulated LII signals. The TiRe-LII data is produced 
following three scenarios: (1) Rayleigh theory for an aero-
sol composed of silicon nanoparticles having a diameter of 
25 nm (matching the assumptions in the pyrometric model); 
Mie theory with a diameter of 25 nm; (2) Mie theory with 
polydisperse particle diameters (lognormal with a geometric 
mean and standard deviation of 25 nm and 1.3, respectively); 
and finally (3) with the quadrupole approximation, Eq. (22), 
with polydisperse particle diameters.

The pyrometrically inferred effective ISF, shown in 
Fig. 6, changes with the assumptions used to generate the 
TiRe-LII signals. Using Mie theory to model the laser 
absorption leads to a higher mass loss due to evaporation 
and a larger drop in the ISF. Including polydisperse particle 
sizes exacerbates this effect, since polydispersity broadens 
the distribution of nanoparticle temperatures, cf. Section 4.1. 
The resulting temporal variation in the ISF closely resembles 
the experimental trends reported by Menser et al. [20], sug-
gesting that this effect can be attributed mostly to the use 
of the Rayleigh absorption cross section combined with the 
assumption of monodisperse particle diameters.

These results indicate the need to couple the heat trans-
fer and spectroscopic models for metal aerosols. While 
this approach was previously necessary to simulate poly-
dispersity during nanoparticle cooling using the Rayleigh 
model (e.g. [19]), the results shown in Fig. 6 indicate that, 
for aerosols of metal nanoparticles, Mie theory should be 
used to model both nanoparticle heating and cooling, to 
capture the nanoparticle temperature distribution at any 
instant. Fig. 7 demonstrates the necessary steps for such an 
approach. Incandescence is simulated using the heat transfer 
and spectroscopic models, in this case evaluating the absorp-
tion efficiency using Mie theory, incorporating polydisperse 
sizes, and accounting for the change in the refractive index 
due to melting. At this point, simulated and modeled incan-
descence traces can be reduced to an effective temperature 
using Rayleigh theory, Eq. (25). The analysis then focuses 

on identifying the unknown aerosol attributes (e.g., size dis-
tribution parameters) by regressing the modeled effective 
temperatures to the measured effective temperatures, e.g., 
through Bayesian inference [59].

The major drawbacks of this approach are that: (1) cal-
culation of the pyrometric temperature now requires knowl-
edge of the particle size; and (2) the Mie absorption cross 
section is computationally costly to evaluate. The first issue 
is unavoidable as the above analysis shows that, in the case 
of metal aerosols, accurate TiRe-LII traces can only be gen-
erated if Mie theory is used to simulate incandescence. One 
may be tempted to circumvent the second issue using the 
Mie quadruple approximation, Eq. (22). Surprisingly, Fig. 6 
shows that, when the simulated data are generated with the 
quadrupole approximation, the pyrometric temperature and 
ISF differ significantly from those found using Mie the-
ory. As shown in Fig. 3c, the quadrupole approximation 
over-predicts the absorption cross section of the nanopar-
ticle, causing the largest nanoparticles to lose a significant 
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percentage of their mass before the peak laser intensity 
and therefore, less mass is lost after the peak compared 
to the Mie theory. This effect can be seen as a sharp drop 
in ISF during the heating process in Fig. 6. This results in 
an under-prediction of Λeff(t) after the signal peak. This 
finding indicates that the quadrupole approximation should 
not be used to interpret TiRe-LII measurements on metal 
nanoparticles.

4.4 � Peak nanoparticle temperature and excessive 
absorption

Another anomaly reported in the literature concerns the 
effective absorption cross section required for metal nano-
particles to reach the inferred peak temperature at a given 
laser fluence. Previous treatments by Eremin et al. [24] and 
Sipkens et al. [23, 39] assumed a monodisperse aerosol and 
determined this quantity by considering the integration of 
the energy balance in Eq. (3) carried out from the start of 
laser heating until the peak pyrometric temperature, neglect-
ing the cooling terms,

where H°(Tg) and H°(Teff
peak) are the enthalpies of the mate-

rial at the buffer gas temperature, Tg, and the peak effective 
temperature, Teff

peak, and Qlaser is the total energy transferred 
to the nanoparticle due to laser absorption throughout the 
laser pulse. The total laser absorption at a given fluence is

If the nanoparticle absorption cross section is modeled 
using Rayleigh theory, the total absorbed laser energy is

This expression can now be used to derive an effective 
“calorimetric” E(mλ) that would be necessary to reach the 
experimentally derived peak effective temperature,

The nanoparticle size now cancels out in Eq. (33). Sipkens 
et al. [23, 39] defined the ratio of the calorimetrically defined 
absorption efficiency to the one predicted using the spectro-
scopic model, which, assuming Rayleigh theory and an aerosol 
of uniform particle sizes, amounts to

where E(mλ)spectr is derived from the optical properties given 
in the literature.

Figure 1 shows the quantity in Eq. (34) derived from the 
TiRe-LII signals of Eremin et al. [24] and Sipkens et al. [23]. 
Eremin et al. [24] investigated aerosols of iron nanoparticles 
having lognormal size distributions with geometric means 
that varied between 2 and 15 nm and a geometric stand-
ard deviation of 1.2. TiRe-LII measurements were carried 
out using a 1064-nm laser at fluences between 3 and 5 mJ/
mm2 and a full-width half-maximum (FWHM) of 12 ns. 
Sipkens et al. [23] considered an aerosol of iron nanoparti-
cles having diameters that obeyed a lognormal distribution 
with a geometric mean and standard deviation of 40 nm and 
1.16, respectively; an aerosol of silver nanoparticles having 
diameters that obeyed a Weibull distribution with a mean of 
64.4 nm and a standard deviation of 6.11; and an aerosol of 
molybdenum nanoparticles, having diameters that obeyed a 
lognormal distribution with a geometric mean and standard 
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Fig. 7   Algorithm for inferring nanoparticle quantities of interest 
(QoI) from TiRe-LII signals for coupled spectroscopic and heat trans-
fer models. In this instance, the particle size distribution is used to 
evaluate the effective temperature from both simulated and experi-
mental incandescence (i.e., steps 3 and B). In addition, the heat trans-
fer and spectroscopic models in steps 1 and 2 are updated to incor-
porate the size-dependent absorption cross section predicted by Mie 
theory and a change in the refractive index when the particle melts
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deviation of 45 nm and 1.49, respectively. Fig. 1 demon-
strates that the experimentally derived cross section greatly 
exceeds that predicted by Rayleigh theory, in some cases by 
more than an order-of-magnitude.

To examine this anomaly, we revisit the assumptions that 
underlie this calculation. For each of these cases, we gener-
ate simulated TiRe-LII signals using Mie theory and account 
for polydispersity and a change in the refractive index when 
the nanoparticles melt. The melting effect on the refractive 
index is assumed to be spontaneous for iron nanoparticles 
and is calculated using the information in Table 1. If we 
consider how polydispersity and variation in thermophysical 
properties of the nanoparticles with temperature affect the 
change in the internal energy of the nanoparticles, a more 
accurate version of the LHS of Eq. (30) is

where p(dp, t0) and p(dp, tpeak) are the initial particle size distri-
butions and the size distribution at the peak pyrometric temper-
ature, the latter determined by solving Eq. (3), and Upeak and 
U0 are the total internal energy of the aerosolized particle at 
the peak and prior to the laser pulse, respectively. By combin-
ing Eqs. (31) and (35) about the geometric mean diameter, the 
experimentally derived absorption efficiency can be defined as

This value can be compared to the one found from 
[E(mλ)]exp following the previous treatment by Eremin et al. 
[24] and Sipkens et al. [23] by evaluating

Applying this approach to silicon nanoparticles (using the 
same simulation parameters as Sect. 4.1) shows that the error 
caused by neglecting polydisperse particle sizes is less than 
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5%, cf. Table 2. Therefore, Eq. (30) can be used as a physical 
approximation of aerosol absorption for both simulating data 
and for interpreting experiments results.

With this in mind, the experimentally derived effective 
absorption cross section, 

(
Qeff

abs,�laser

)
exp

 , is found by multiply-

ing the data in Fig. 1 by the spectroscopically derived Ray-
leigh absorption cross section at dp,g. The ratio can now be 
updated using a new spectroscopically derived absorption 
cross section obtained from the particle size distribution 
found using the algorithm depicted in Fig. 7. Progressively, 
more elaborate spectroscopic models can be used to simulate 
the laser heating of the nanoparticle and the emitted spectral 
incandescence. One should note that, according to Fig. 7, the 
effective absorption cross section used to define Teff does not 
matter, as long as the simulated and measured signals are 

processed in the same way.
For aerosols of iron nanoparticles, Fig. 8 shows the ratio 

of calorimetrically derived 
(
Qeff

abs,�laser

)
exp

 , reported by Ere-

min et al. [15] (originally in terms of an effective E(mλ)) to 
the one predicted using various spectroscopic models to 
compute the laser absorption and spectral incandescence, 
including when: (1) the absorption cross section is modelled 
using Mie theory and a monodisperse size distribution is 
assumed; (2) Mie theory is used, accounting for polydisperse 
sizes; and, finally, (3) one that accounts for the change in 
refractive index as the iron nanoparticles melt. The agree-
ment between the experimental results and the modelled data 
improve considerably as additional effects are included in 
the simulation, largely resolving the discrepancy between 
spectroscopic and calorimetric absorption cross sections. 
Closer inspection of Fig. 8 suggests a possible size depend-
ence for larger nanoparticles, although it is unclear whether 
this is significant in view of experimental uncertainties.

We repeat this analysis using calorimetrically inferred 
absorption cross sections for the iron, silver, and 

Table 2   Comparing different 
effective absorption cross 
sections inferred from simulated 
data, given in Fig. 3b

Case 1 2 3

Method of calculating Teff Rayleigh, Eq. (25) Mie, Eq. (27) N/A
Expression to evaluate (Qabs,λ)exp Eq. (37) Eq. (37) Eq. (36)
Includes polydispersity? No (evaluated at dp,g) No (evaluated at dp,g) Yes
(Qabs,λ)exp 0.0113 0.0116 0.0119
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molybdenum nanoparticles reported by Sipkens et al. [23]. 
Following this procedure, Fig. 9 shows that the effective 
absorption cross sections predicted using the spectroscopic 
model are generally more consistent with the calorimetri-
cally inferred values, particularly for the aerosol of molyb-
denum nanoparticles. For the iron nanoparticles, accounting 
for Mie theory, the change in refractive index upon melting, 
and polydisperse sizes in the spectroscopic cross section 
brings it closer to the calorimetric cross section, but the 
calorimetric cross section is still larger by a factor of 2–3. 
This indicates that the effective temperature reached by the 
aerosol during the LII measurements is higher than the one 
predicted by the simulation using the most accurate physi-
cal model. This remaining discrepancy may suggest that the 
nanoparticle size distribution is larger than what Sipkens 
et al. [23] measured by dynamic light scattering. It is also 
possible that the aerosol contained aggregates, as opposed 
to isolated nanospheres, which would affect both the spec-
troscopic and heat transfer models. Rayleigh–Debye–Gans 

fractal aggregate (RDG-FA) theory does not apply to these 
aggregates because it is fundamentally dependent on pri-
mary particles to be in the Rayleigh regime. For aggre-
gates, multiple internal scattering may increase the over-
all absorption efficiency of the aggregate compared to the 
individual nanoparticles [60–63]. Semi-analytical methods 
such as discrete dipole approximation (DDA) [64–66] or 
T-matrix [63, 67, 68] or fully numerical schemes such as 
finite-different time-domain (FDTD) [69] can be used to 
retrieve optical properties of aggregates. Due to the heat-
up, the aggregates will go through a sintering process which 
will change their morphology during the measurements [70, 
71]. Partial oxidation of the nanoparticle could also increase 
the absorption cross section due to constructive electromag-
netic field interference [72]. Alternatively, the uncertainty 
in Clausius–Clapeyron equation prediction of vapour partial 
pressure may be contributing to the remaining discrepancies 
[20]. In the case of Mo nanoparticles, due to high melting 
temperature (~ 2896 K), no evaporation occurs and the dis-
crepancy is completely solved after applying the Mie theory 
and polydispersity.

For the silver nanoparticles, accounting for Mie theory, 
polydispersity, and the change in refractive index lowers 
the ratio of calorimetrically to spectroscopically defined 
absorption efficiencies from 16.4 ± 0.72 to 10.1 ± 0.45. The 
large ratio is a consequence of the relatively small absorp-
tion cross section of silver nanoparticles. In principle, it 
should not be possible for the laser pulse to heat the silver 
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nanoparticles more than 100 K above their initial temper-
ature at the given fluences. This suggests that other phe-
nomena may be involved (e.g., the observed signals are not 
incandescence, but some other non-incandescent phenomena 
[36]).

4.5 � Spectral distribution of E(mλ) for iron 
nanoparticles

Finally, we consider the discrepancy between the experimen-
tally implied and spectroscopically derived values of E(m)r, 
which is defined as

As expected, the E(m)r from Rayleigh theory is independent 
of particle size. In contrast, the equivalent E(m)r calculated 
by Mie theory depends on particle size,

Sipkens et al. [23] estimated an experimentally implied value 
of E(m)r by assuming that the plateau in the peak effective 
temperature for higher fluences should only slightly exceed 
the boiling point of the material, Tboil. Under this assump-
tion, the value of E(m)r implied by the experiments can be 
approximated as

Using the boiling temperature of bulk iron (Tb ≈ 3073 K), 
Sipkens et al. found [E(m)r]exp ≈ 1.1. This value is consistent 
with the assumption that E(m)r = 1.0, which was universally 
adopted in previous LII studies on iron nanoparticles (e.g., 
Ref. [14]). However, such a value is inconsistent with the 
value of E(m)r = 1.82 derived from the literature, cf. Table 1. 
The E(m)r,Mie approaches unity for nanoparticles larger than 
50 nm, cf. Fig. 10; therefore, the discrepancy might be due 
to the faulty assumption of Rayleigh theory.

Of course, if Rayleigh theory cannot be applied, E(m)r 
loses its physical meaning. In this case, one can attempt to 
reproduce this anomaly by defining an [E(m)r]sim by combin-
ing Eq. (40) with simulated incandescence that incorporates 
Mie theory, polydispersity and the change in the refractive 
index due to melting. Simulated TiRe-LII measurements 
for iron nanoparticles are generated for this purpose using 
the experimental parameters reported by Sipkens et al. [23] 
(dp,g = 40 nm, σp,g = 1.16) at a fluence of F0 = 2.9 mJ/mm2. 
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Following this procedure results in [E(m)r]sim = 11.17. The 
magnitude of this value, which greatly exceeds what could 
be considered plausible, stems from the fact that [E(m)r]sim 
must significantly enhance the incandescence from the nano-
particles, which only reach Tpeak

eff,Rayl = 1795 K, to match the 
emission expected from nanoparticles at the boiling point 
(Tboil =  3073 K) used in Eq. (40).

To proceed, then, we next consider that the excessive 
absorption by the nanoparticle can be accommodated by 
artificially modifying QMie

abs,λ(dp) to yQMie
abs,λ(dp), where y coef-

ficient accounts for some unknown mechanism that could 
modify the absorption. Figure 11 shows that as y increases, 
the value of Teff,Rayl increases to Tboil and [E(m)r]sim decreases 
to the value inferred by Sipkens et al. [23] (in fact, dropping 
below 1.1). This suggests that, if the excessive absorption is 
assumed to be physical, the difference between the spectro-
scopic value of E(m)r and the experimental [E(m)r]exp from 
Sipkens et al. [23] could stem from a misapplication of Ray-
leigh theory. This is to say that the combination of: (1) Mie 
theory causing a distribution of nanoparticle temperatures; 
(2) these temperatures being weighted more heading towards 
the larger, hotter particles (cf. Fig. 5); and (3) the inadequacy 
of Eq. (39) and using a single nanoparticle temperature to 
infer a value of E(m)r combine to suppress the perceived 
value of [E(m)r]exp.

Another possibility is that there is no need to artificially 
modify QMie

abs,λ(dp) to reach lower values of [E(m)r]sim, but the 
size distribution differs from the ex situ characterization. This 
could lead to higher nanoparticle temperatures, and there-
fore a lower [E(m)r]sim. Figure 12 shows a contour plot of 
[E(m)r]sim as a function of dp,g and the geometric standard 
deviation, σp,g, respectively, for a fixed fluence of F0 = 2.9 mJ/
mm2. The results show that a value of 1.21 is reached only for 
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extreme values of dp,g and σp,g, which is significantly differ-
ent from the DLS size distribution reported by Sipkens et al. 
[23]. Accordingly, this scenario is less likely.

4.6 � Effect of nanoparticle charge

The Mie scattering coefficients in Eqs. (17) and (18) are 
derived by solving the Helmholtz wave equation for a 
non-charged and non-magnetic sphere suspended in a non-
absorbing medium [53, 54]. During the LII experiments, we 
expect the nanoparticles to accumulate a positive charge due 

to electron emission processes [37, 73, 74]. The synthesis 
process can also impart a charge on the nanoparticles. In 
the case of a nanoparticle colloid, for example, synthesis 
surfactants are used to protect the surface of the nanoparti-
cles, stop their growth and prevent agglomeration by adding 
a positive or negative net charge to the nanoparticle [75].

In the case of a non-magnetic charged nanoparticle, the 
modified Mie scattering coefficients are [76–78]

and

where

In Eq. (43) Φ is the electrostatic potential of the nanopar-
ticle in volts defined as

where Ne is integer charge of the nanoparticle, eelec is elec-
tron charge, sgn(·) is the signum function, fc = ε0μ0eelec/melec 
= 1.96 × 10−6, and the parameters γs ≈ 2πkBTp/h [79, 80], h 
and kB are Planck and Boltzmann constants, respectively. As 
shown in Eq. (44), the charge–size ratio of the nanoparticle 
alters the Mie scattering coefficients compared to the non-
charged ones.

We consider absorption efficiencies calculated using the 
exact Mie coefficients, Eqs. (41) and (42), as well as an 
approximation by Wang et al. [79] for 442 nm, 716 nm 
and 1064 nm as a function of the nanoparticle charge and 
at Tp = 2000 K. Mitrani et al. [73] predicted a maximum 
of Ne = 40 for carbonaceous nanoparticles through ther-
mionic emission during TiRe-LII experiments. Talebi-
Moghaddam et al. [36] predicted a maximum value of 
Ne = 12 for liquid silicon nanoparticle. In all cases, our 
calculations show that the nanoparticle charge has a neg-
ligible impact on the absorption efficiency.

5 � Conclusions

Time-resolved laser-induced incandescence is increasingly 
applied to measure metal nanoparticles, but there remain 
several anomalies that cannot be explained using standard 
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LII models. Instead, a number of effects have been specu-
lated in the literature, including size-dependent optical 
properties and signal contamination by non-incandescent 
laser-induced emission (e.g., from a plasma). Our analysis 
showed that many of these discrepancies, including tempo-
ral variation in the intensity scaling factor during TiRe-LII 
measurements on molten (metal) silicon, enhanced absorp-
tion cross sections of molybdenum and iron nanoparti-
cles, and the [E(m)r]exp ratio for iron nanoparticles, can 
be partially explained by: (1) the fact that the Rayleigh 
approximation of Mie theory is usually invalid for metal 
nanoparticles under TiRe-LII conditions; (2) polydisperse 
particle sizes, coupled with Mie theory, increase tempera-
ture non-uniformity in the aerosol; (3) and the fact that the 
radiative properties of iron change significantly upon melt-
ing. Our analysis also shows that the charge state of metal 
nanoparticles is unlikely to contribute to these phenomena.

While implementing Mie theory explains some of the 
observed anomalies, some problems remain. For example, 
the spectroscopically defined absorption cross section of 
silver nanoparticles restricts nanoparticle heating to only 
several hundred Kelvin, which would render incandes-
cence undetectable. Also, in the case of iron nanoparti-
cles, while the discrepancy between calorimetrically and 
spectroscopically derived absorption cross sections has 
been reduced, it has not been eliminated fully. This may 
be connected to the discrepancy in the E(m)r value for iron 
nanoparticles, which is not completely explained by the 
faulty assumptions of Rayleigh approximation and mono-
disperse sizes. These results point to other deficiencies in 
the spectroscopic model, such as non-incandescent LIE 
contaminating the incandescence signals, uncertainty in 
the physical parameters used in the simulation, oxidation, 
or aggregation and sintering effects for iron nanoparticles. 
These factors will be the focus of future work.
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