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Abstract
The plasma plume expansion into argon background gas at atmospheric pressure induced by irradiation of a copper target 
with a burst of three short laser pulses at 266 nm wavelength is studied numerically for the laser spot diameters ranging from 
20 μm to 500 µm. The computational model includes a thermal model of the irradiated target and a kinetic model of plume 
expansion. The kinetic model is implemented in the form of the direct simulation Monte Carlo method that is redesigned to 
account for ionization and absorption of laser radiation in the plume. The irradiation conditions are chosen to do not induce 
ionization and absorption during the first pulse in the burst independently of the laser spot size. During the second pulse, 
the ionization is initiated in the vicinity of the irradiated target behind the shock wave that is generated during that pulse 
and propagates through the vapor plume created by the preceding pulse. The simulations show that the degree of ionization 
and plasma shielding during the second and subsequent pulses strongly increases with increasing the laser spot size. It is 
explained by different  rates of expansion between pulses in the plumes generated at various spot sizes. At a relatively small 
spot size, the rapid drop of density and temperature in the plume induced by the first pulse can preclude plasma ignition dur-
ing the second and further pulses. These results suggest that the use of lasers with the spot sizes that are in the order of tens 
of micrometers can be favorable for mitigating the effect of plasma shielding in multi-pulse laser ablation when the plumes 
induced by individual laser pulses strongly interact with each other.
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1 Introduction

The formation of plasma in plumes induced by short-pulse 
laser radiation can strongly affect the effectiveness of laser 
processing of materials in such applications of laser ablation 
as drilling and patterning [1, 2], laser-induced breakdown 
spectroscopy [3, 4], pulsed laser deposition of functional thin 

films [5, 6], and laser shock peening [7]. In particular, the 
plasma plume can absorb a substantial part of laser energy. 
The absorption of laser radiation in the plume decreases the 
surface temperature and amount of ablated material, reduc-
ing the overall throughput and efficiency of laser processing 
of materials. This effect is commonly known as the plasma 
shielding or plasma screening effect [8, 9].

Current demands, e.g., of microelectronic industry, 
require fabrication of wafers or substrates with the size 
of individual surface features, e.g., the hole diameter or 
trench width, reduced to tens of micrometers. In laser 
processing, it can be achieved by reducing the laser spot 
size. Although it is generally accepted that the laser spot 
size can affect the expansion dynamics of plasma plumes, 
it appeares that the effect of the spot size on the degree 
of plasma shielding was not quantitatively analyzed. In 
experimental studies, it was shown that, with the variation 
of the spot size, the plume shape turns from a cylindrical-
like to a spherical-like one [10, 11], and the degree of 
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plasma shielding increases when the spot size decreases 
at constant pulse energy [11]. The case of constant peak 
fluence for spots of different sizes, however, was not con-
sidered. In multiple theoretical investigations of laser-
induced plume expansion based on one-dimensional (1D) 
models, e.g., [12–15], the effects of the laser spot size 
could not be considered, since such models correspond to 
the case of infinitely large spot size. In numerical studies 
of two-dimensional (2D) plasma plume expansion, e.g., 
[16–20], the effects of variable spot size on the flow struc-
ture and plasma shielding effect were not systematically 
investigated.

The laser processing of metal targets is usually per-
formed by multi-pulse irradiation with the pulse repetition 
rates varying from ~ 1 Hz to ~ 10 kHz. Higher repetition 
rates can be archived with the laser systems operating 
in the superpulse or double pulse mode, e.g., [21, 22], 
as well as in the burst mode, e.g., [23], when the laser 
pulses are grouped into trains or bursts with the intra-
burst pulse repetition rate as high as ~ 100 MHz and much 
longer time delays between bursts. At high repetition rates, 
the plumes induced by individual pulses can interact with 
each other. The interaction between plumes can intensify 
plasma shielding, since the laser radiation from subsequent 
pulses propagates through plumes induced by preceding 
pulses. To the best of authors’ knowledge, the interac-
tion between plumes induced by multi-pulse irradiation is 
currently studied only based on 1D models, e.g., [24, 25], 
and the effect of the laser spot size on plasma shielding in 
the multi-pulse regime has not been discussed in previous 
theoretical and experimental works.

The goal of the present work is to study the degree of 
ionization and plasma shielding in plumes induced by mul-
tiple short laser pulses for the laser spot diameters varying 
from 20 μm to 500 μm under conditions when the plumes 
induced by individual pulses strongly interact with each 
other. To carry out such a study, we developed a computa-
tional kinetic model of laser-induced plasma plumes based 
on the direct simulation Monte Carlo (DSMC) method 
[26]. In our work, the DSMC method originally designed 
for simulations of neutral gas flows is modified in order 
to account for ionization and absorption processes. Our 
computational results indicate that the laser spot size is 
one of the key parameters that affect the degree of plasma 
shielding in multi-pulse laser ablation. In particular, we 
found that reducing the spot size can preclude the plasma 
ignition when the peak laser fluence and other irradiation 
parameters are fixed. The analysis of numerical results 
also suggests that the plasma ignition under conditions of 
multi-pulse irradiation can be controlled by changing the 

rate of overall plume expansion between pulses rather than 
heat accumulation in the irradiated target.

2  Computational model

The simulations are performed based on a hybrid com-
putational model that includes a thermal model of the 
irradiated target, a kinetic model of flow in the plasma 
plume, as well as a model of laser radiation propagation 
and absorption inside the plume. The thermal model of 
the irradiated target is based on the 2D unsteady heat con-
duction equation that predicts the temperature field in the 
target and on its surface. The kinetic model of the two-
component gas mixture flow is based on the Boltzmann 
kinetic equation [26–28]. It accounts for the effects of gas 
rarefaction and translational non-equilibrium in the plume 
flow and allows us to describe the structure of the Knud-
sen layer at the target surface subjected to strong evapora-
tion and condensation. The kinetic model is implemented 
in the form of the DSMC method, when the gas flow is 
described by a large number of simulated particles that 
represent individual atoms or molecules in the real gas 
flow [26]. These particles participate in binary collisions, 
move between collisions, and interact with the interphase 
boundaries. The thermal model of the irradiated target 
and the kinetic model of the plume flow are coupled with 
each other through the boundary conditions that express 
the energy and mass balance at the irradiated surface. In 
particular, the local velocity of surface recession due to the 
net effect of evaporation and condensation is represented 
in the form Vw =

(
�e − �c

)
∕� , where � is the target mate-

rial density, �e is the local mass flux density of atoms that 
evaporate from the surface, and �c is the local mass den-
sity of atoms that condense at the surface. The evaporation 
flux density �e is calculated based on the Hertz–Knudsen 
model of evaporation [28]. The condensation flux density 
�c is calculated in the DSMC method by counting vapor 
atoms that return to the target surface from the plume. The 
interaction of the background gas atoms with the irradi-
ated surface is described by the Maxwell model of diffuse 
scattering, e.g., [27]. The binary collisions between the 
vapor and background gas atoms are described by the vari-
able hard sphere (VHS) molecular model. The simulations 
are performed with a computer code that was previously 
developed to study laser-induced plumes expanding from a 
plane target [29] and in cavities under conditions of spatial 
confinement [30, 31]. Further details on the thermal model 
and DSMC method, which are used in the present work, 
can be found in Ref. [31].
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For simulations of plasma plume flows, we develop 
an extension of the classical DSMC method. This exten-
sion, which can be used in simulations based on both 
the equilibrium and non-equilibrium ionization models, 
is briefly discussed in Appendix 1. In the present work, 
however, the DSMC method is used together with the 
equilibrium ionization model, where the molar fractions 
of ions are calculated based on the Saha equations. The 
equilibrium ionization model is described in Appendix 2. 
The model of absorption of laser radiation by the plasma 
plume is based on Beer’s law, where the linear absorption 
coefficient accounts for the effects of photoionization and 
inverse Bremsstrahlung (Appendix 2).

The simulations are performed for argon background gas 
and a bulk copper target irradiated by a pulsed laser at a wave-
length of 266 nm. The laser beam is assumed to be normal to 
the irradiated surface. The axis of the laser beam is considered 
as the axis of symmetry for the target temperature field and 
flow in the plume. A single pulse of incident laser radiation 
has the smoothed flat-top temporal shape with the intensity in 
the spot center

where t is the time, �L is the pulse duration, �S is the smooth-
ing time, Imax = FL∕

(
�L − �S

)
 is the maximum laser inten-

sity at the spot center, and FL is the peak laser fluence. The 
transversal mode of the laser beam is assumed to be Gauss-
ian, and the distribution of laser intensity across the laser 
spot is given by the equation

where r is the radial coordinate counted from the spot center, 
�r = DL∕

�
2
√
2 log 2

�
 , DL is the laser spot diameter 

(FWHM), and the total pulse energy is equal to 
EL = 2��2

r
FL. For a group or “burst” consisting of NL indi-

vidual pulses with the peak-to-peak separation �pp , the laser 
intensity is defined as

The thermal and optical properties of the irradiated 
material, as well as parameters of the VHS molecular 
model for copper vapor and argon, are identical to those 
that are used in Ref. [31]. The additional parameters of 

(1)

IL(p)(t) = Imax

⎧
⎪⎪⎨⎪⎪⎩

1

2

�
1 − cos

�
𝜋

t

𝜏S

��
, 0 ≤ t < 𝜏S;

1, 𝜏S ≤ t ≤ 𝜏L − 𝜏S;
1

2

�
1 + cos

�
𝜋

t+𝜏S−𝜏L

𝜏S

��
, 𝜏L − 𝜏S < t ≤ 𝜏L;

0, t ≤ 0 or t ≥ 𝜏L,

(2)IL(p)(r, t) = IL(p)(t) exp

(
−

r2

2�2
r

)
,

(3)IL(r, t) =

NL∑
m=1

IL(p)
(
r, t − (m − 1)�pp

)
.

the ionization and radiation absorption models are given 
in Appendix 2.

3  Results and discussion

To reveal the effects of the laser spot size on the char-
acteristics of laser-induced plasma plumes, we perform 
a series of simulations with the fixed laser pulse dura-
tion �L = 30 ns (smoothing time �S = 3 ns), pulse peak-
to-peak separation �pp = 60 ns, peak fluence at the spot 
center FL = 12.35 J cm−2, and variable laser spot diam-
eter DL . These irradiation conditions are chosen to ensure 
strong interaction between plumes produced by indi-
vidual pulses and to avoid ionization in the plume dur-
ing the first pulse in the burst. The simulations are per-
formed at a background gas pressure of 1 bar and initial 
temperature of the target and the background gas equal 
to 300 K for DL = 20 μm ( EL = 0.056 mJ), DL = 150 μm 
( EL = 3.15 mJ), and DL = 500 μm ( EL = 35 mJ). The simu-
lations under such conditions allow us to investigate how 
the interaction between plumes affects the ionization and 
plasma shielding effects during the second and subsequent 
pulses at various laser spot sizes. It is worth noting that 
the problem considered in the present work is different 
from the problems considered experimentally in Refs. [10, 
11], where the effect of the laser spot size was investi-
gated under conditions of constant pulse energy, so that 
decreasing spot size results in larger laser energy density 
and stronger ionization in the plume.

Under conditions of fixed peak fluence, the surface tem-
perature and amount of the evaporated material at the spot 
center during the first pulse only marginally depend on DL , 
but the overall rate of plume expansion and plume char-
acteristics are strongly affected by the spot size. Figure 1 
shows the distributions of the plume number density along 
the axis of flow symmetry obtained in a case of neutral 
plume flows induced by single laser pulses at DL = 20 μm, 
DL = 150 μm, and DL = 500 μm. In these simulations, the 
effects of ionization and laser radiation absorption are not 
accounted for. The black curves in Fig. 1 are calculated 
in a 1D simulation of plume expansion and correspond 
to the limiting case when DL → ∞ . These curves are 
obtained based on a 1D model previously developed and 
used in Ref. [25]. By a time of 30 ns (Fig. 1a), when the 
pulse ends, the distributions of number density obtained 
for relatively large spot diameters of 150 μm and 500 μm 
practically coincide with the distribution obtained in the 
1D simulation. For these spot sizes, the distributions of 
plume temperature and macroscopic velocity also agree 
well with the corresponding distributions found in the 1D 
simulation. At the same time, the number density distribu-
tion obtained for DL = 20 μm strongly deviates from the 



 O. A. Ranjbar et al.

1 3

355 Page 4 of 14

distribution established in the 1D simulation. Although 
all considered cases are characterized by practically the 
same plume density at the irradiated surface, the density 
in the plume obtained at DL = 20 μm drops much faster 
with increasing distance from the surface than in cases of 
larger DL . At DL = 20 μm, the primary shock wave S1 that 
propagates ahead of the plume in the background gas also 
moves slower and has a much smaller intensity. At a given 
time, the overall disagreement between 1D and 2D simula-
tions decreases with increasing spot size. For instance, by 
a time of 60 ns (Fig. 1b), the position of the shock wave 
S1 at DL = 150 μm is already substantially different from 
the position of the shock wave obtained in the 1D simu-
lation, while the shock waves obtained at DL = 500 μm 
and in the 1D simulation still have the same position and 
intensity. With further increase in time, the distributions of 
plume parameters along the axis of symmetry in a case of 
DL = 500 μm also begin to deviate from the corresponding 
distributions predicted by the 1D model.

For any finite spot size, with increasing time, the average 
density and temperature in the plume drop faster than it is 
predicted by the 1D model. It can be explained by a gradual 
change in the shape of the plume. Once the plume is formed, 
the “vertical” plume size xM in the direction normal to the 
irradiated surface ( xM is some nominal coordinate of the 
mixing layer, where the vapor mixes with background gas, at 
the axis of symmetry) is much smaller than the characteristic 
radius of the plume in the lateral direction rM . The latter 
has an order of DL/2. Under such conditions, flow around 
the axis of symmetry is close to 1D flow, the primary shock 

wave has small curvature at the axis of symmetry, and the 
average density in the plume along the axis of symmetry 
drops with time as 1∕xM . During further expansion, the verti-
cal size of the plume increases faster than its lateral size, so 
eventually the vertical and lateral sizes become close to each 
other, xM ∼ rM , while the primary shock wave and the mix-
ing layer attain a characteristic quasi-hemispherical shape 
with much larger curvature at the axis of symmetry. The flow 
in the plume along the axis of symmetry is then affected by 
the curvature of the shock wave, the volume of the plume 
increases proportionally to x2

M
 , and the average vapor density 

drops as 1∕x2
M

 . Thus, the gradual deviation of the plume flow 
along the axis of symmetry from corresponding 1D flow 
can be described as a transition from a plane-like expansion 
when xM ≪ rM ∼ DL to a spherical-like expansion when 
xM ≳ rM . This transition occurs for any finite spot size, so 
that the distributions of plume parameters along the axis 
of symmetry in 2D flows can be approximated by the 1D 
model only during some limited initial time t1D . This time 
increases with increasing laser spot diameter, but t1D remains 
quite short even for relatively large DL . For instance, if one 
assumes that the deviation between 2D and 1D simulations 
occurs when the positions of the primary shock waves differ 
from each other in 10%, then, under conditions considered in 
Fig. 1, t1D = 14 ns at DL = 20 μm, t1D = 64 ns at DL = 150 
μm, and t1D = 206 ns at DL = 500 μm. The simulations, thus, 
show that t1D varies roughly proportionally to DL.

At t ≫ t1D , the average plume density and temperature, 
as well as the plume density and temperature in the vicinity 
of the irradiated surface, become substantially smaller than 

Fig. 1  Distributions of mixture number density at the axis of symme-
try obtained at a time of 30 ns (a) and 60 ns (b) in simulations of a 
neutral plume expansion induced by a single laser pulse for the laser 
spot diameter DL = 20 μm (red curves), DL = 150 μm (green curves), 
and DL = 500 μm (blue curves). The black curves are obtained based 

on a 1D model [25] and correspond to the case when DL → ∞ . All 
simulations are performed with the same peak fluence at the spot 
center FL = 12.35  Jcm−2. S1 and s1 mark the primary and secondary 
shock waves (color figure online)
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the corresponding values predicted by 1D simulations. It 
can affect the plasma ignition threshold, which depends on 
the maximum temperature and density in the plume. As a 
result, the degree of plasma shielding, which can be meas-
ured by the fraction of laser energy absorbed by the plume, 
depends on the laser spot size. Under conditions of multi-
pulse irradiation, when the plumes induced by individual 
pulses interact with each other, the effect of the laser spot 
size on the degree of plasma shielding can be even stronger 
than in the case of single-pulse irradiation. This preliminary 
reasoning agrees with the results of simulations performed 
for plasma plumes induced by multi-pulse laser radiation.

In Figs. 2 and 3, the temperature and total pressure fields 
(the total pressure is the sum of ion/atom and electron pres-
sures) obtained in simulations of plasma plumes induced by 
a 3-pulse burst for various DL are shown for a time of 90 ns 
and 150 ns, respectively. These time instants correspond to 
the ends of the second and third pulses in the burst. In the 
figures, Sn indicates the primary shock wave induced by n

-th pulse ( n = 1, 2, 3 ). The primary shock wave S1 travels 
through the background gas, while other primary shocks ini-
tially propagate through the vapor plumes induced by pre-
ceding pulses. The plume of ablated material is bounded by 
the mixing layer, where the copper vapor partially diffuses 
through the background gas. In Figs. 2 and 3, the mixing 
layer is marked by letter “ M ” and shown by two black curves 
corresponding to its nominal boundaries, where the vapor 
molar fraction is equal to 99% and 1%. 

In 1D simulations of neutral plumes induced by multi-
pulse laser radiation [25] and plasma plumes induced by 
double pulses [24], it was shown that, under conditions 
of sufficiently large background gas pressure, the primary 
shock waves induced by subsequent pulses move faster than 
the shock waves induced by preceding pulses, so eventually 
these multiple shock waves merge. The larger velocity of 
subsequent shocks is primarily explained by the fact that 
these shock waves propagate through the high-temperature 
gas created by preceding pulses where the sound speed is 

Fig. 2  Temperature (fields to the left from the axis of symmetry) 
and total pressure (fields to the right from the axis of symmetry) in 
the plasma plumes at a time of 90 ns induced by a 3-pulse burst and 
obtained for the laser spot diameter DL = 20 μm (a), DL = 150 μm 
(b), and DL = 500 μm (c). S

n
 and s

n
 mark the primary and second-

ary shock waves induced by n-th pulse and M marks the mixing layer. 

The mixing layer is shown by two black curves. Between these curves 
the molar fraction of vapor varies from 99% to 1%. In the tempera-
ture fields, the streamlines of the mixture velocity field are shown by 
black curves with arrows. White in the color tables corresponds to the 
initial background gas temperature (300 K) and pressure (1 bar). The 
time t = 90 ns corresponds to the end of the second pulse in the burst
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higher [25] and by larger pressure ratio on the subsequent 
shocks [24]. Based on results shown in Figs. 2 and 3, one can 
conclude that a similar process of merging the primary shock 
waves is also observed in 2D simulations. In the practically 
neutral plume obtained at DL = 20 µm (Figs. 2a and 3a), the 
second shock wave S2 propagates through the relatively hot 
vapor created by the first pulse and gradually approaches 
S1 . The arrival of the third pulse results in repeating the 
process: The new shock wave S3 moves with even higher 
velocity and finally merges with S1 and S2 . The difference 
between the maximum plume temperature in two consecu-
tive pulses tends to increase with increasing pulse number. 
For plasma plumes obtained at DL = 150 µm (Figs. 2b and 

3b) and 500 µm (Figs. 2c and 3c), the velocities of subse-
quent shock waves can be further increased compared to 
velocities of preceding shock waves due to absorption of 
laser radiation in the plumes. For instance, in the case of 
DL = 500 µm, the velocity of shock S2 with respect to shock 
S1 increases as a result of absorption of laser radiation in the 
plasma region formed behind S2 . The release of the absorbed 
energy behind S2 strongly increases the local plume tempera-
ture and pressure. It leads, in turn, to increasing the intensity 
and velocity of S2.

The fast expansion of the ablation products, which is 
accompanied by the drop of pressure, also results in the 
formation of the secondary shock waves that propagate, in 

Fig. 3  Temperature (fields to the left from the axis of symmetry) and 
total pressure (fields to the right from the axis of symmetry) in the 
plasma plumes at a time of 150  ns induced by a 3-pulse burst and 
obtained for the laser spot diameter DL = 20 μm (a), DL = 150 μm 

(b), and DL = 500 μm (c). S
n
 and s

n
 mark the primary and second-

ary shock waves induced by n-th pulse and M marks the mixing layer. 
The time t = 150 ns corresponds to the end of the third pulse in the 
burst. Further details are given in the caption of Fig. 2
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the frame of reference moving with the local gas velocity, 
toward the target [24, 32]. In Fig. 1, this secondary shock 
wave s1 is seen only in the distributions obtained for DL = 20 
µm. In Figs. 2 and 3, the secondary shock produced by n-th 
pulse is marked with sn . These secondary shock waves are 
located close to the boundaries of the plasma regions, which 
face the irradiated target (Fig. 4). The interaction between 
multiple primary and secondary shock waves induced by 
multi-pulse irradiation results in a complicated flow struc-
ture in the plumes.

The irradiation conditions considered in this work corre-
spond to a small degree of ionization and plasma shielding 

during the first pulse independently of DL , so that the laser 
intensity incident to the surface during the first pulse is only 
marginally different from the incoming laser intensity. The 
conditions in the plume during the second pulse are more 
favorable for the onset of ionization. The degree of ioniza-
tion in the plumes can be estimated from Fig. 4, where the 
number density fields of electrons and heavy particles are 
shown for a time of 150 ns, and Fig. 5, where the distri-
butions of the electron number density along the axis of 
symmetry obtained for DL = 150 µm and DL = 500 µm 
are compared with each other. As one can see, at DL = 20 
µm, the plume practically consists of neutral atoms, while 

Fig. 4  Number densities of electrons (fields to the left from the axis 
of symmetry) and heavy particles (fields to the right from the axis of 
symmetry) in plasma plumes at a time of 150 ns induced by a 3-pulse 
burst and obtained for the laser spot diameter DL = 20 μm (a), 

DL = 150 μm (b), and DL = 500 μm (c). S
n
 and s

n
 mark the primary 

and secondary shock waves induced by n-th pulse and M marks the 
mixing layer. Further details are given in the caption of Fig. 2
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a substantial ionization develops in the plumes obtained at 
DL = 150 µm and 500 µm. The difference between the target 
surface temperatures at the beginning of the second pulse 
obtained for various spot sizes is small and cannot explain 
the strongly different degrees of ionization in the corre-
sponding plumes. For instance, the surface temperature at 
the spot center at the beginning of the second pulse is equal 
to 3050 K at DL = 20 µm, 3200 K at DL = 150 µm, and 
3300 K at DL = 500 µm at t = 60 ns.

In the case of the smallest spot size considered 
( DL = 20 µm, Fig. 2a), by the time of the beginning of the 
second pulse, the primary shock wave S1 attains a quasi-
hemispherical shape. On the contrary, the size of the plume 
flow in the direction normal to the surface in the case of 
the largest sport size ( DL = 500 µm, Fig. 2c) for the same t 
is still smaller than the corresponding laser spot radius. In 
this case, the curvature of the primary shock wave is much 
smaller and, accordingly, much higher temperatures and den-
sities are retained near the surface by the time of arrival of 
the second pulse compared to the case of the smallest spot.

For relatively large spot diameters, the plume density 
behind the second shock S2 becomes sufficiently high 
to induce photoionization. For small spot diameters, 
on the contrary, the second shock wave cannot raise 
the density in the plume behind the shock front to lev-
els supporting the onset of ionization. For instance, at 
t = 65 ns, the number density in the plume induced by 
the first pulse behind the second primary shock wave is 
equal to 0.6 × 1025 m−3 at DL = 20 μm, 12 × 1025 m−3 at 
DL = 150 μm, and 17 × 1025 m−3 K at DL = 500 μm. The 
energy absorbed by the plume due to photoionization 
results in a further increase in the temperature behind S2 
and induces further ionization in this region of the plume. 
The formation of plasma with a relatively high density of 
electrons right behind the shock wave S2 at t = 75 ns can 
be seen in Fig. 5a. The high-pressure and high-temperature 
plasma “bubble” behind S2 expands in the directions both 
to and from the irradiated surface (Fig. 2b and c). The 
strong absorption of laser radiation by plasma and corre-
sponding raise in the plasma pressure induce the second-
ary shock waves sn that propagate toward the irradiates 
surface. These secondary shocks are much stronger than 
the secondary shocks in the neutral gas flows, e.g., shown 
in Fig. 2a for DL = 20 µm. The secondary shock waves 
that appear as a result of absorption of laser radiation in 
the plume, e.g., shock wave s2 in Fig. 3c, can fall on the 
target surface, while we did not observe interaction of 
weak secondary waves with the surface of the irradiated 
target in neutral plumes under the same irradiation condi-
tions. The plasma bubble provides the major contribution 
to overall plasma shielding during the second pulse, when 
28% and 51% of the incoming laser energy at the axis of 
symmetry is absorbed by the plasma plume at DL = 150 

µm and DL = 500 µm, correspondingly (Fig. 6). The lateral 
size of the plasma bubble is about the laser spot radius, so 
that the strong plasma shielding inside the plasma region 
results in the formation of the local minimum of laser 
energy at the spot center (Fig. 7). 

Thus, under considered conditions, the process of 
plasma ignition in the plume during the second pulse, 
which occurs near the surface and behind the shock wave 
generated by that pulse, is only marginally affected by 
changes in the thermal state of the target between the first 
and second pulses, but it is dominated by the conditions in 
the plume created by the first pulse near the target surface 
at the time when the second pulse arrives. These condi-
tions, in turn, depend on the rate of overall plume expan-
sion between pulses. It predetermines the strong effect 
of the spot size on the plasma formation and the overall 
plasma shielding effect.

At DL = 20 µm, an additional increase of the surface 
temperature at the beginning of the third pulse up to 
3600 K due to the thermal accumulation effect does not 
overcome the strong drop of the vapor density and temper-
ature in the plume between the second and third pulses. In 
this case, the simulations predict only a marginal degree of 
plasma shielding during the whole 3-pulse burst (Fig. 6). 
The flow fields shown in Figs. 2a, 3a, and 4a, thus, cor-
respond to the neutral gas flow.

By the end of the second pulse ( t = 90 ns), the size of 
the plasma region and the electron number density distri-
butions at the axis of symmetry obtained at DL = 150 µm 
and DL = 500 µm are only slightly different. The further 
simulations in these two cases continued until the arrival 
of the third pulse reveal, however, two different scenarios.

At DL = 150 µm, the plasma region expands relatively 
fast. It induces a strong drop in the temperature, as well as 
in the number densities of heavy particles and electrons. In 
particular, the electron number density decreases in about 
an order of magnitude (Fig. 5c). This low-density plasma 
cannot strongly absorb the  laser energy from the third 
pulse. The corresponding region of low-density plasma is 
shown in shades of blue in Fig. 4b. The major fraction of 
laser energy is absorbed in a new plasma region P3 , which 
appears near the irradiated surface behind the shock wave 
S3 (Fig. 5d and e). The number density in this plasma plume 
and its thickness in the direction normal to the irradiated 
surface are larger than those for the plasma plume P2 that is 
formed during the second pulse, so that the amount of laser 
density absorbed in the vicinity of the axis of symmetry dur-
ing the third pulse increases up to 52% (Fig. 6).

At DL = 500 µm, the density and temperature in the 
plasma plume P2 remain sufficiently high by the time when 
the third pulse arrives. The major fraction of the incoming 
laser energy from the third pulse is absorbed in this plume, 
so that only 6% of laser energy reaches the surface at the 
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Fig. 5  Distributions of the electron number density along the axis of 
symmetry at a  time of 75 ns (a), 90 ns (b), 120 ns (c), 135 ns (d), 
and 150 ns (e) induced by a 3-pulse burst and obtained for the laser 
spot diameter DL = 150 μm (left column) and DL = 500 μm (right 

column). The gray bars with letters “ M ” indicate the positions of the 
mixing layer where the molar fraction of copper vapor varies from 
99% to 1%. P

n
 marks the plasma region that is initially formed during 

n-th pulse
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beam axis (Fig. 6). This energy is not enough to induce 
intensive evaporation at the center of the beam, and the addi-
tional plasma region does not appear. For instance, by the 
end of the third pulse, the target surface temperature at the 

spot center raises in this case only up to 5300 K compared 
to 9400 K at DL = 150 µm. The large pressure inside the 
plume P2 results in its rapid expansion and in increasing 
the plume thickness (Fig. 5d). It also increases the intensity 
and velocity of the shock wave S2 . When this shock wave 
moves through the mixing layer between the vapor and back-
ground gas, the temperature and density behind the shock 
wave appear to be sufficiently high to induce ionization of 
the background gas. By the end of the third pulse, the shock 
waves S1 and S2 already merge at the axis of symmetry and 
the plasma domain extends through argon up to the merged 
shock (Figs. 4c and 5e). The shock wave S3 in this case is 
relatively weak and has an S-type shape, since the most 
intensive evaporation occurs at the edge of the plasma cloud 
cross section, r∕DL ∼ 0.5 , where the intensity of laser radia-
tion incident to the surface is maximum (Fig. 7).

4  Conclusions

The 2D numerical simulations of plasma plumes induced 
by irradiation of a copper target by a burst of three short 
laser pulses are performed under conditions, when the first 
pulse does not induce ionization and radiation absorption in 
the plume, so that the plasma formation and absorption of 
laser radiation during subsequent pulses are determined by 
the rate of plume expansion between pulses and interaction 
between plumes produced by individual pulses. Then the 
initial ionization occurs in the plume close to the irradiated 
surface behind the shock wave that propagates through the 
plume created by a preceding laser pulse and the degree of 
plasma shielding strongly depends on the laser spot size. 
In a case of relatively small spot sizes, the ionization and 
absorption of incident laser radiation may not occur during 
the second and subsequent pulses as well, since the plume 
between pulses expands quasi-spherically, and the density 
and temperature in the plume drop fast. With increasing laser 
spot diameter, the plume expansion process in the vicinity of 
the axis of symmetry demonstrates a gradual transition from 
a quasi-spherical expansion to a planar one between pulses. 
The latter is characterized by a much slower drop in density 
and temperature. In this case, the shock wave generated by 
the second pulse can create temperature and density behind 
the shock front, which are sufficiently high to induce inten-
sive ionization and absorption of laser radiation. As a result, 
in our simulations, during the second pulse, the amount of 
laser energy absorbed in the vicinity of the laser beam axis 
increases from 0.9% for 20 µm laser spot diameter to 28% for 
150 µm spot diameter, and to 51% for 500 µm spot diameter.

Once the plasma region appears, the absorption of laser 
radiation from the subsequent pulses also strongly depends 
on the laser spot size, which affects the rate of plasma decay 
during the expansion of the plume between pulses. The rate 

Fig. 6  Peak laser intensity incident to the irradiated surface versus 
time obtained in simulations with a 3-pulse burst at the laser spot 
diameter DL = 20  μm (red solid curve), DL = 150  μm (green solid 
curve), and DL = 500 μm (blue solid curve). The black dashed curve 
corresponds to the incoming laser intensity IL(0, t) given by Eq.  (3) 
(color figure online)

Fig. 7  Distributions of laser intensity incident to the irradiated tar-
get ILw = I(0, r, t) along the target surface obtained in simulations for 
DL = 150 μm (distributions to the right from the axis of symmetry 
at r = 0 ) and DL = 500 μm (distributions to the left from the axis of 
symmetry) at a time t  = 20 ns (red curves), 80 ns (green curves), and 
140 ns (blue curves) (color figure online)
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of plasma decay observed in our simulations can be depend-
ent on the peculiarities of the current computational model 
that assumes equilibrium degrees of ionization and, there-
fore, may somewhat overestimate the rate of plasma decay 
between pulses. The general computational framework for 
simulations of laser-induced plasma plumes developed in the 
present paper based on the DSMC method, however, is com-
patible with both the equilibrium and non-equilibrium ioni-
zation models. In our future work, we plan to investigate the 
non-equilibrium ionization effects on the interaction between 
plasma plumes induced by multi-pulse laser radiation.
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Appendix 1. Direct simulation Monte Carlo 
method for plasma plume flows

The extension of the DSMC method for simulations of 
laser-induced plasma plume flows is developed to cap-
ture the most important effects of ionization and radiation 
absorption on the energy budget. The approach developed 
for simulations of plasma flows is based on the assumption 
of locally neutral plasma, which allows one to do not con-
sider the electrons as simulated particles. Instead, one can 
assume that electrons move together with their parent ions 
and are characterized only by the electron temperature Te . 
Moreover, in our approach, we use a method of “lumped” 
particles, when a single simulated particle in the DSMC 
method represents neutral atoms and ions of the same spe-
cies with various charges z ( z = 0,… , Zmax , where eZmax 
is the maximum ion charge considered in simulations, e 
is the charge of an electron). This is the extension of the 
approach adopted in the classical DSMC method, where 
every simulated particle represents W  identical particles in 
the real gas flow ( W  is referred to as the statistical weight; 
usually W ≫ 1 ). Then, in plasma flows, one can assume 
that a single simulated particle i of species si ( si = 1 for 
vapor and si = 2 for the background gas) simultaneously 
represents WXz

i
 ions with charges z , where Xz

i
 is the molar 

fraction of corresponding ions (z = 0,… , Zmax ; 
∑

z X
z

i
= 1 ). 

Thus, the current state of any simulated particle is defined 
by its translational velocity �i , molar fractions of ions Xz

i
 , 

and temperature of electrons Te,i associated with this parti-
cle. In the course of a simulation, values of Xz

i
 and Te,i are 

updated due to ionization and recombination process, as 
well as radiation absorption. This approach can be straight-
forwardly implemented in virtually any DSMC code.

In order to implement collisions between heavy particles, 
as well as ionization and absorption processes, the compu-
tational domain is divided into a mesh of cells. If a cell of 

volume V  contains N simulated particles, then the number 
density nz of ions with charge z ,  number density of electrons 
ne , macroscopic velocity � , electron energy density Ee , ther-
mal energy density of heavy particles Ea , and total thermal 
energy density E , which includes the energy of ionization, 
in this cell can be calculated as follows

where mi is the mass particle i , IPz
s
 is the z-th ionization 

energy of species s , and kB is the Boltzmann constant. Each 
time step of the computational algorithm includes four 
major sub-steps: (1) Motion of particles, which leads to the 
redistribution of particles between cells, (2) binary colli-
sions between heavy particles in cells, (3) absorption of 
laser radiation in cells, (4) ionization and recombination of 
particles in cells.

During the motion step, we account for the effect of 
electron pressure that is important in laser-induced plasma 
plumes. This effect is usually taken into account in hydrody-
namic models of plasma plume expansion, e.g., [12–15]. For 
this purpose, we calculate the averaged electron temperature 
Te = Ee∕

(
(3∕2)nekB

)
 and pressure pe = nekBTe in each cells 

and then determine numerically the gradient of the electron 
pressure ∇pe . The equation of motion for every simulated 
particle in the form

where na = WN∕V  is the total number density of heavy 
particles, is solved numerically with the second-order 
Runge–Kutta method. Binary collision between heavy 

(4a)nz =
W

V

N∑
i=1

Xz

i
,

(4b)ne =
W

V

N∑
i=1

Zmax∑
z=1

zXz

i
,

(4c)� =

N∑
i=1

mi�i∕

N∑
i=1

mi,

(4d)Ee =
W

V

N∑
i=1

Zmax∑
z=1

3

2
zXz

i
kBTe,i,

(4e)Ea =
W

V

N∑
i=1

mi

(
�i − �

)2
2

,

(4f)E = Ea + Ee +
W

V

N∑
i=1

Zmax∑
z=1

Xz

i

z∑
m=1

IPm
si
,

(5)mi

d�i

dt
= −

1

na
∇pe,
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particles is implemented based on the approach used in 
simulations of neutral gas flows [26].

The developed computational framework for simulations 
of plasma flows based on the modified DSMC method can be 
used for simulations of non-equilibrium plasma flows, where 
the local degrees of ionization are determined by the kinetic 
rates of ionization and recombination, e.g., [12], and the 
election temperature differs from the temperature of heavy 
particles Ta = Ea∕

(
(3∕2)nakB

)
 . In the present paper, how-

ever, the developed approach is used assuming the equilib-
rium degrees of ionization predicted by the Saha equations 
and Ta = Te.

The propagation of laser radiation through the 
plasma  plume is described by Beer’s law in the form 
dI∕dx = �I  , where I = I(x, r, t) is the intensity of laser 
radiation in a point with coordinates (x, r) at time t  ( x is 
the coordinate counted along the laser beam from the irra-
diated surface and r is the radial coordinate counted from 
the laser beam axis along the target surface), and � is the 
plasma linear absorption coefficient. In the present work, 
the absorption coefficient is calculated in each cell of the 
computational mesh based on the model presented in Appen-
dix 2. The equation of radiation transfer is solved with the 
initial condition I(x, r, t) → IL(r, t) at x → ∞ . The amount 
of energy, which is absorbed in a unit volume of a cell dur-
ing a time step of duration Δt , is then equal to ΔE = Δt�I . 
This quantity is used to update thermal velocities of heavy 
particles in the cell according to the equation

so that the total thermal energy density and tempera-
ture of heavy particles in the cell calculated based on 
the updated velocities �∗

i
  are equal to E∗ = E + ΔE and 

T∗ = E∗∕
(
(3∕2)nakB

)
.

The value of E∗ and number densities of each species ns 
are then used to find the updated fractions of ions Xz∗∗

(s)
 and 

temperature T∗∗ in the cell based on the solution of the Saha 
equations coupled with the equations that express the energy 
balance, local neutrality of plasma, and conservation of the 
heavy particle number for every species. The full set of 
equations used to predict Xz∗∗

(s)
 and T∗∗ is presented in Appen-

dix 2. At the final stage of computations, values of Xz

i
 and 

Te,i for all simulated particles in the cell are updated with 
values of Xz∗∗

(s)
 for corresponding species and T∗∗ , while the 

velocities of heavy particles are changed according to the 
equation

(6)�
∗
i
= � +

(
�i − �

)
√

Ea + ΔE

Ea

,

(7)�
∗∗
i

= � +
(
�
∗
i
− �

)√T∗∗

T∗
.

This approach enforces thermalization of the whole sys-
tem of particles in each cell by the end of the time step, so 
that T∗∗

a
= T∗∗

e
= T∗∗.

Appendix 2. Models of ionization 
and absorption of laser radiation

In this work, the simulations are performed based on the equi-
librium model of ionization. This model is applied at each 
time step in every cell of the computational mesh in order to 
enforce the equilibrium degrees of ionization by the end of 
the time step. In every cell at each time step of the computa-
tional algorithm, we determine, based on parameters of indi-
vidual simulated particles, the number densities of individual 
species ns and total thermal energy density E (energy of the 
chaotic motion of all particles plus the energy of ionization 
per unit volume). The molar fraction of particles of species s 
with ion charge z , Xz

(s)
 , and temperature, T  , are determined 

based on the solution of the Saha equations, e.g., [14] 

where ne = 
∑

s ns
∑

z zX
z

(s)
 ,   h is the Planck constant, and me 

is mass of an electron. Equation (8) is coupled with the 
energy conservation equation [14] 

Equations (8) and (9) at fixed E and ns are solved itera-
tively with respect to T  and Xz

(s)
 using the Newton–Raphson 

method.
The values of T  and Xz

(s)
 are then used to calculate the 

plasma absorption coefficient � based on the model sug-
gested in Ref. [33] in the form

where �PI(s) , �IB,i(s) , and �IB,n(s) accounts for the effects of 
photoionization and inverse Bremsstrahlung in electron col-
lisions with ions and neutral atoms of species s:

(8)

neX
z

(s)

Xz−1
(s)

=

(
2�mekBT

h2

)3∕2

exp

(
−
IPz

s

kBT

)
, s = 1, 2, z = 1,… , Zmax,

(9)E =

2∑
s=1

ns

[(
1 +

Zmax∑
z=1

zXz

(s)

)
kBT +

Zmax∑
z=1

IPz
s
Xz

(s)

]
.

(10)� =

2∑
s=1

(
�PI(s) + �IB,i(s) + �IB,n(s)

)
,

(11)�PI(s) =

Zmax∑
z=0

Nz

max(s)∑
j=Nz

∗(s)

nz
j(s)
�z

PI,j(s)
(T),
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Here ke is the Coulomb constant, c is the speed of light, j is 
the energy level, Nz

∗(s)
= Nz

∗(s)
(�) is the minimum energy 

level number of an ion of species s and charge z which can 
be further ionized to charge z + 1 by absorbing a photon of 
wavelength � , Nz

max(s)
 is the maximum energy level consid-

ered in calculations, and nz
j(s)

 is the number density of parti-
cles in energy level j , which is calculated based on the 
Boltzmann equilibrium distribution, nz

j(s)
= n

z

0(s)

(
g
z

j(s)
∕gz

0(s)

)

exp

[
−
(
Ez

j(s)
− Ez

0(s)

)
∕
(
k
B
T
)]

 , where gz
j(s)

 and Ez

j(s)
 are the 

statistical weight and energy at level j.
The photoionization cross section �z

PI,j
(T) is calculated as 

[33] 

where � = c∕� is the laser radiation frequency,

is the partition function, and dEZ
j(s)
∕dj is the spacing between 

energy levels. The electron-neutral collision cross section 
�IB,n(s)(T) in Eq. (13) is calculated as suggested in Ref. [34]:

where

fMB(E, T) = 2

√
E∕

(
�
(
kBT

)3)
exp

[
−E∕

(
kBT

)]
 is the Max-

well–Boltzmann distribution, and �T(s)(E) is the momentum 
transport cross section for electron-neutral collisions.

Based on preliminary simulations, the value of Zmax = 3 
is adopted for all simulations, since the molar fraction of tri-
ply ionized atoms does not exceed 1% under conditions con-
sidered in this work. The ionization energies are equal to 
IP1

1
 = 7.73 eV, IP2

1
 = 20.29 eV, and IP3

1
 = 36.84 eV for copper 

[35] and IP1
2
 = 15.76 eV, IP2

2
 = 27.63 eV, and IP3

2
 = 40.74 eV 

for argon [36]. The tables with energy levels and their statisti-
cal weights for copper and argon ions are adopted from Refs. 

(12)

�IB,i(s) =

[
1 − exp

(
−

hc

�kBT

)]√
2�

3mekBT

4e6k3
e
�3nens

3hc4me

Zmax∑
z=1

z2Xz

(s)
,

(13)�IB,n(s) =

[
1 − exp

(
−

hc

�kBT

)]
�IB,n(s)(T)nen

0
s
.

(14)�z

PI,j(s)
(T) =

32�2(z + 1)2e6k3
e

3
√
3h4c�3gZ

j(s)

uz+1
(s)

(T)
dEz

j(s)

dj
,

(15)uz
(s)
(T) =

Nz

max(s)∑
j=0

gz
j(s)

exp

(
−
Ez

j(s)
− Ez

0(s)

kBT

)
.

(16)�IB,n(s)(T) =
∞

∫
0

Ka(s)(E)fMB(E, T)dE,

(17)

Ka(s)(E) =
2e2ke

3�mec�
2

√(
2(E + h�)

me

)
E + h�

h�
�T(s)(E + h�),

[35, 36]. The values of the momentum transport cross section 
�T(s)(E) for copper and argon atoms in the tabulated form are 
taken from Refs. [37, 38], respectively, and then interpolated 
for calculations of �IB,n(s)(T) according to Eqs. (16) and (17).
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