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Abstract

Pulsed laser ablation sampling and sequential isotope detection can lead to signal beat in the registered signal intensities. In
particular, if acrosol transport systems deliver ablated acrosol with temporal duration close to that of a single mass scan, such
signal beat can become significant and lead to biased intensity ratios and concentrations. Averaging signal intensities based on the
least common multiple of scan duration and laser pulse period can eliminate such a systematic bias and improve the accuracy of
quantitative laser ablation experiments. The method was investigated for experiments using an ablation cell that provided aerosol
washout times near 200 ms and quadrupole-based ICP-MS acquisition using different dwell and settling times that were
compared with and extended by numerical simulations. It was found that the systematic bias of acquired data could exceed
the inherent noise of laser ablation inductively couple plasma mass spectrometry experiments and that the averaging method
could successfully minimize the bias due to beating. However, simulations revealed that this was only the case for combinations
of pulse frequency and scan duration in which the number of laser pulses within the averaged period was an integer multiple of
the number of isotopes in the acquisition method. In element imaging applications, this averaging will necessarily increase the
size of individual pixels and it depends not only on the laser beam size but also pulse repetition rate and the acquisition settings for
a sequential mass spectrometer.
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Introduction

Element imaging using laser ablation inductively coupled
plasma mass spectrometry (LA-ICP-MS) is becoming increas-
ingly popular in (bio-) chemical studies [1-8]. Laser ablation
allows for targeted sampling of near-surface regions of
sub-um® dimensions [9], from which material is removed
and transformed into aerosol particles whose composition
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can be determined using ICP-MS [10]. Even though the no-
torious “elemental fractionation” [11] can affect the quantifi-
cation between different sample types, LA-ICP-MS frequent-
ly provides comparable sensitivity ratios in samples that do
not differ substantially in matrix composition [12].

Advantages of LA-ICP-MS over other micro-analytical tech-
niques like secondary ion mass spectrometry, electron probe
micro-analysis or micro-X-ray fluorescence are mostly related
to its specificity (i.e., relatively moderate spectral interferences),
sensitivity (detection efficiencies can reach per-mil levels), and,
in particular, relatively simple sample preparation requirements
and flexible calibration of the element response.

The calibration of the elements’ relative sensitivities in
LA-ICP-MS experiments can often be carried out using
reference materials of similar type. Still, the mass ablation
rate of different materials even of samples with similar type
can vary significantly [13] and the actual mass flow de-
pends on the sampling conditions like laser beam diameter
or laser pulse frequency. Several studies have shown that
the relative elemental sensitivities vary only moderately
even when the mass introduced to the ion source varies
by an order or magnitude or more [12, 14]. This feature
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makes ICP-MS attractive for laser ablation-based sam-
pling, because the resulting changes in absolute ion signal
intensities do not translate into variation of intensity or
concentration ratios. By either using an internal standard
of known composition in the sample or through matrix
normalization procedures, accurate and precise sample
compositions can often be obtained [15].

In order to meet the conditions above, however, it must
be ensured that the aerosol composition and mass flow is
identical for the acquisition of each isotope of interest.
(Quasi-) simultaneous ion detection using time-of-flight
[16-18], distance-of-flight [19, 20], or sector-field MS
with detector arrays (i.e., Nier-Johnson [21] or Mattauch-
Herzog geometry [22, 23]) can fulfill this condition to the
highest possible degree. Most frequently, however, sequential
detection using quadrupole MS or single collector sector-field
instruments is employed, where the pulsed aerosol introduc-
tion can cause a so-called spectral skew [24, 25] leading to
signal beat if the aerosol mass introduced varies over the du-
ration of the mass scan. This aliasing effect is schematically
shown in Fig. 1. Depending on the MS scan period and the
laser pulse frequency, intensity ratios of different elements can
show significant changes with time even if a homogeneous
material is ablated. In order to circumvent this issue, laser
ablation is often carried out using aerosol transport systems
(i.e., ablation cell and transfer tubing) that induce substantial,
temporal dispersion of the initial aerosol plume. By using a

laser pulse frequency that ensures mixing of the individual
aerosol plumes, a quasi-stationary mass flow to the ICP can
be achieved and aliasing thus minimized.

With this approach, ion signal intensities registered for
each isotope originate from aerosol generated by multiple
laser pulses and represent a correspondingly large sample
volume or mass. Consequently, intensity ratios obtained
during a mass scan can only be considered to represent an
integral of the variable contributions of several laser
pulses. Thus, signal intensities, intensity ratios, and, ulti-
mately, element concentrations can only be assigned to
the integrated mass flow introduced into the ICP during
the period of at least one mass scan. If oscillations in
aerosol mass flow within this period are comparable or
smaller than uncertainties of the LA-ICP-MS analysis it-
self (i.e., combined uncertainties of signal acquisition,
ICP-MS flicker noise etc.), the impact of aliasing will
likely be insignificant. This is in particular true when
“bulk-like” laser ablation analyses are being performed,
where a substantial number of mass scans are averaged
to provide the mean concentration of the ablated material.

In imaging experiments, on the other hand, the goal is
usually to assign an element’s accurate concentration value
to a specific sample position at the highest possible spatial
resolution. Both fundamentally depend on the sampling
strategy, when using ICP-MS with sequential isotope
detection:
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Fig. 1 Illustration of the effect of aerosol mass flow oscillation with
sequential isotope detection in LA-ICP-MS experiments. The top panel
shows the evolution of aerosol mass flow with time for 5 Hz laser pulse
frequency. The colored regions represent isotope times of five isotopes
acquired sequentially (colors represent the respective isotope times). The
panels under A) correspond to a “synchronized” measurement with
isotope time identical to the laser pulse period. For the center panels
under B), the isotope time is 40 ms, so that the mass spectrometer scan
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duration is identical to the laser pulse period (in resonance). In the right
panels, an isotope time of 25 ms is used. The middle row shows integrated
ion signal intensities obtained for the isotopes during the mass scan (for
clarity only the first three isotopes are shown), while the bottom row
shows intensity ratios relative to the first isotope in the sequence for
LCM averaged data. LCM periods are 1000 ms in A) (one mass scan)
and C) (eight mass scans) and 200 ms in B) (one mass scan)
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Single-pulse evaluation

Evaluation of one single laser pulse provides the highest con-
fidence of the ion signals with respect to lateral position on the
sample as well as depth. However, relatively low mass remov-
al and transient aerosol mass flow rate can affect the quantifi-
cation substantially. In order to ensure correlated signal inten-
sities that allow for quantitative evaluation of the composition
of the material, the changes in aerosol mass flow inside the
ICP during the acquisition of a mass scan need to be suffi-
ciently small. This can practically only be achieved by high-
dispersion aerosol transport systems, which provide a tran-
sient signal duration that is longer than the mass scan (i.e.,
the sum of dwell and settling times of all isotopes measured).
The necessary duration of the aerosol pulse depends on its
shape and the number of isotopes to detect, which makes it
difficult to predict. At the same time the aerosol mass flow rate
is comparably small and ion signal intensities can be low. On
the other hand, low-dispersion aerosol transport systems
achieve higher peak intensities ratios, but signal correlation
and thus quantification capabilities deteriorate. Single-pulse
evaluation with high aerosol dispersion has frequently been
applied in depth profiling analyses with comparably large la-
ser beam diameters [26, 27].

Hole-drilling raster mode

In this case, a series of laser pulses is fired on a fixed sample
position with a higher laser pulse frequency causing consider-
able mixing of the individual aerosol plumes. Because depth
ablation rate per laser pulse is usually smaller than laser spot
size, a “pseudo 2-D” element distribution can in principle be
obtained by limiting the number of laser pulses, so that the
crater depth remains smaller than its lateral dimension.
Depending on laser frequency, number of pulses, and aerosol
dispersion, this mode can yield quasi-stationary aerosol mass
flow, which lasts at least as long as an MS scan. Due to the
mixing of multiple laser pulses per mass scan, the measured
intensity ratios correspond to the average of the total ablated
mass during the measurement. Similar to single-pulse evalua-
tion, data obtained using the raster mode are very specific of
the lateral position but represent an average of depth.

Scanning mode ablation

When continuously moving the sample with respect to the
laser beam, each laser pulse will remove material from a
new lateral position and, in case of overlapping pulses (i.e.,
scan rate < beam diameter x laser pulse frequency), also depth.
When using the same laser ablation parameters, the scanning
mode will have similar characteristics of aerosol transport
with respect to mass flow rate and its oscillation as the hole-
drilling raster mode. High laser pulse frequencies can also lead

to a quasi-stationary aerosol mass flow, which however orig-
inates from a range of depths as well as lateral positions.

A specific case of scanning mode ablation is frequently used
in element imaging of biological tissue [28], when tissue thin
sections are placed on a substrate and the entire depth of the
tissue is removed with a single laser pulse. The aerosol mass
flow in this mode has the same characteristic but ion signals are
only generated from different lateral positions not depth.

While raster and scanning mode ablation can produce a
quasi-stationary aerosol mass flow, pulse-related oscillations
will still be present and their amplitude depends on the laser
pulse frequency and the degree of aerosol dispersion in the
ablation cell and transport system. Such oscillations can give
rise to aliasing, which affects the quantitative description of
the element distribution in imaging applications. When the
transient profile of the aerosol mass flow for a single laser
pulse is sufficiently reproducible [29], it may be possible to
mathematically re-construct the variation of aerosol mass
present in the ICP at each time of the mass scan and thereby
avoid aliasing also in heterogeneous samples [30]. It remains
however difficult to separate for example the contribution of
an analyte in heterogeneous materials. For example, the ion
signal of an analyte, occurring at high concentration in an
earlier pulse but actually measured in the trailing part during
the MS scan, cannot be distinguished from the contribution
the same element occurring at low concentration but measured
across the peak of a subsequent, overlapping pulse. Another
approach to eliminate aliasing effects is to select each “isotope
time” (here used to represent the sum of integration or dwell
times and the settling time of the MS for the isotopes mea-
sured) to an integer multiple of the laser pulse period in order
to average one or more laser pulses during the acquisition of
each isotope of interest [31]. However, in this approach,
changes in the concentration of elements that are not recorded
within the corresponding ablated volume remain unnoticed.
Another, conceptually similar, approach would be to use
shorter isotope times and to average adjacent mass scans for
the least common multiple (LCM) duration of mass scan and
laser pulse period (further on referred to as “LCM averaging”
or just “LCM”). In this case, the averaged ion signals would
represent an integral of all sections of the pulse profile, albeit
from different pulses. Thereby, it can be ensured that the av-
eraged ion signal intensity of each isotope is identical to the
signal intensity for the entire laser pulse as long as the mass
ablation rate for the corresponding pulses is identical and the
material is homogeneous in composition across the entire vol-
ume ablated. It must be ensured, however, that the timing of the
acquisition is not in resonance with the laser pulse frequency.

Figure 1 illustrates this situation: In the top panel, the tran-
sient aerosol mass flow to the ICP with clearly distinguishable
peaks from individual laser pulses is shown. It resembles a
measurement using 5 Hz pulse repetition rate and moderate to
low aerosol dispersion (<400 ms FW0.1 M). Colored inserts
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indicate the acquisition sequence for three different methods
each recording signals for five isotopes. The methods only
differ in the isotope times. In the leftmost sequence A), the
isotope time is 200 ms (i.e., each isotope is recorded for an
entire laser pulse period, or “synchronized” [31, 32]) and sig-
nal intensities for each isotope result from identical integrated
aerosol mass flow. In panel B), 40 ms isotope time is used,
leading to a mass spectrometer scan duration identical to the
laser pulse period (“resonance”). Panel C) shows the situation
for 25 ms isotope time. The middle row shows the integrated
intensities for each mass scan for the first three isotopes. The
bottom row displays intensity ratios of the second and third
isotope measured relative to the first. The intensity ratios are
calculated using LCM averaging of the raw intensities (one
mass scan in A) and B) vs. eight mass scans in C)). While the
methods used in A) and C) provide the correct intensity ratios
after LCM averaging, it is visible that method B) results in
systematic bias because all isotopes are constantly recorded
from different fractions of aerosol mass introduced. Because
mass spectrometer scan and laser pulse frequencies are iden-
tical, the intensity ratios are highly reproducible but heavily
biased. Such a situation is most undesirable in quantitative
analyses because the bias in the individual intensity ratios
depends on the delay between laser pulse and the start of a
mass scan, which will vary unpredictably from experiment to
experiment unless a highly precise acquisition trigger can be
realized. The bias occurs because the LCM of laser pulse
period and mass scan duration are both 200 ms, so that the
LCM only covers the aerosol from one laser pulse instead of
five as required for successful LCM averaging. Method C) on
the other hand produces highly variable raw intensities for the
individual mass scan but, similar to Method A), LCM averag-
ing is performed across five laser pulses and the intensity
ratios obtained are identical and the ratios assume the correct
value for each data point. Changes in element concentrations
can in cases A) and C) only be quantified from the mean of the
five laser pulses averaged. In C) however, because the mass
scan duration is shorter than the laser pulse period, a change in
concentration can be recognized—albeit not quantified unless
signal deconvolution is employed—for each individual laser
pulse. It may be noted at this stage that LCM averaging only
works for averaging ion signal intensities before calculating
their ratios. Average intensity ratios for the same number of
sweeps would remain biased. LCM averaging of the intensity
ratios of each mass scan would for example result in a mean
ratio of 1.024 for the intensity ratios of isotope 2 (black) and
1.073 for the intensity ratios of isotope 3 (red) relative to
isotope 1 (green).

This work aimed at evaluating the impact of the aliasing
effect on quantification and its influence on the attainable
spatial resolution in multi-element applications using LA-
ICP-MS with sequential isotope detection. It combined exper-
imental results obtained by LA-ICP-MS measurements of a
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homogeneous glass reference material (NIST SRM 610) for
different combinations of laser pulse frequency, MS scan du-
ration, and aerosol dispersion. In addition, numerical simula-
tions of the transient signal evolution were carried out, which
allowed for testing the effect for a wider range of
combinations.

Experimental
Simulations

Simulation of the transient signal evolution was carried out via
Microsoft Excel® spreadsheets. One sheet was used to calcu-
late the temporal evolution of the signals for individual laser
pulses (I (2)) based on Eq. 1) (simplified after Bleiner and
Bogaerts [33]) in one column for periods of 1 ms by integra-
tion across the interval (r — 1 ms) ¢.

1(t) = quo X k x (l—eka(HO)) x e kX (h) 5 gy (1)

Equation 1) represents a linear combination of two expo-
nential terms corresponding to the rise and decay of the signal
as determined by a common dispersion factor “k.” The disper-
sion factor determines the “sharpness” of the peak and thus
determines the temporal characteristics (i.e., “washout”) of
the aerosol transport to the ICP. ¢, in Eq. 1) represents to the
start of the laser pulse and increases for subsequent pulses by
the reciprocal of the laser pulse frequency. It should be noted
that aliasing is merely a result of the frequency of aerosol
generation and the actual function used for the modeling most-
ly affects the shape of the transient signals and not the occur-
rence of aliasing.

Simulations were carried out for three different values of k
(0.001, 0.01, and 0.1), which yielded signal durations (as the
width of the signal at 10% peak maximum—FWO0.1M) of
3700, 370, and 37 ms, as shown in Fig. 2. These values were
chosen to cover high, intermediate, and low aerosol dispersion
systems, with a similar range as described in the literature [0,
34, 35]. Signal intensities from individual laser pulses were
calculated in columns for positive (¢ — #,) by incrementing the
value of ¢, by the period between the pulses as given by the
selected laser frequency. The calculation matrix spanned 750
columns and 15,000 rows to allow for evaluating a transient
signal of 15 s with a laser pulse frequency of up to 50 Hz.
Summing up the intensity values in each row yielded the total
intensity created by the laser pulse train for each interval of
1 ms. lon signals for the sequential mass spectrometry mea-
surement were then obtained from the mean intensity within
the chosen integration time in the sequence of the measure-
ment cycle (i.e., averaging the integrated data points per line
from Eq. 1 across the integration time selected). The matrix
essentially simulated the transient signal created by ablation of
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a homogeneous material with /, arbitrarily set equal to 1000.
All laser ablation parameters (pulse frequency and dispersion
setting) as well as the integration parameters for ion signal
detection (number of isotopes and integration or dwell times)
could be adjusted through input fields in a “main” spread-
sheet, where also the integrated isotope signals and intensity
ratios were tabulated and displayed graphically. Varying the
laser ablation conditions required to recalculate the entire ma-
trix which took approximately 8 s calculation time on a con-
ventional personal computer (Quad-core Intel® 15-4460 CPU,
3.2 GHz, 8 GB RAM, Windows 7® 64 bit, Excel® 2013).
Changing acquisition parameters like dwell time or number of
isotopes on the other hand required approximately 1 s for re-
calculation. The “main” spreadsheet contained a column list-
ing the start time of a mass spectrometer acquisition in rows
and individual columns listing the integrated signals within
this “sweep” for up to 15 isotopes (more isotopes were con-
sidered in calculations when required but not displayed).
Further columns were used to calculate intensity ratios of se-
lected isotopes either on a per-sweep basis or after integrating
raw intensities for a given number of sweeps according to the
least common multiple (LCM) of total sweep time and laser
pulse period in ms. Mean intensities of the raw transient sig-
nals, intensity ratios and LCM averaged intensities, and their
ratios were evaluated together with the corresponding stan-
dard deviations to assess the impact of laser and acquisition
settings on the results. A Visual Basic® script was used to
automatically change input values for dispersion, laser pulse
repetition rate, number of isotopes, and dwell times and to
copy the resulting intensities and ratios into a separate list
for further evaluation.

LA-ICP-MS measurements

Laser ablation experiments were carried out using a GeoLas Q
(Microlas AG, Gottingen, Germany) 193 nm ArF-Excimer
laser ablation system coupled to an Elan 6100 DRCP" ICP-
MS (Perkin Elmer/Sciex, Ontario, Canada). To achieve a

Time, ms

moderate to low dispersion of the laser-generated aerosol, a
predecessor of the “tube-cell” [36] configuration was
employed achieving washout times of ~200 ms (FWO0.1 M,
Fig. 2) for a carrier gas flow rate of 1 L/min He. Downstream
of the ablation cell, Ar make-up gas was added via a laminar
flow adapter to stabilize and optimize ICP operating condi-
tions. Make-up gas flow rate and ion lens calibration were
carried out on a daily basis, while the remaining operating
conditions were kept constant throughout the experiments.
Signal acquisition of the ICP-MS was performed in peak-
hopping mode with 1 point/peak and identical integration
times for all selected isotopes. The instrument allows for op-
erating with quadrupole settling times of 0.2 and 3 ms respec-
tively. Dwell times were chosen so that the isotope time spent
on each individual m/Q (i.e., the sum of dwell and settling
times) was integer milliseconds. The time stamps in the output
data revealed that, apart from the very first scan, the majority
of'the scans had a duration of isotope time times the number of
isotopes, with a few positive and negative deviations by 1 ms.
The reason for those deviations is not clear yet. Table 1 lists
the operating conditions of the LA-ICP-MS setup. All mea-
surements were carried out using NIST SRM 610 as sample
and in single-spot ablation mode. The measurement sequence
included acquisition of 30 s of the gas blank and 50 s ablation.
Intensity ratios of the gas blank corrected ion signals were
calculated either per mass scan or after averaging according
to the LCM of mass scan duration and laser pulse period.

Results
Aliasing in experimental data

The effect of sequential data acquisition on the resulting
intensity ratios are exemplarily shown in the transient sig-
nal sequence in Fig. 3. Here, a laser pulse frequency of
5 Hz was used and the MS scan duration was 125 ms
(five isotopes with 22 ms dwell time and 3 ms settling
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Table 1 LA-ICP-MS operating conditions

ICP-MS: Elan 6100 DRCP™™ Laser Ablation: GeoLasQ

RF-power 1380 W Wavelength 193 nm
Coolant gas 17.5 L/min Pulse duration 14 ns
Auxiliary gas 0.7 L/min Energy density 10 J/cm2
Make-up gas (Ar)  0.84 L/min* Beam profile homogenized
Carrier gas (He) 1.0 L/min Crater dia. 40 pm
Integration time Variable Repetition rate ~ variable
Settling time 3 ms, 0.2 ms

*Optimized on a daily basis

time each). Under these conditions, a substantial oscilla-
tion was observed, for example in the signal intensities of
197Ag* shown in Fig. 3. The amplitude was found to de-
crease over the course of the measurement, which indi-
cates that the dispersion of the ablated aerosol increased
during the formation of the ablation crater. Intensity ratios
resulting from the oscillating aerosol flow were similarly
affected and the temporal changes of the ratios and
amounted to up to a factor of more than 5 in this case.
When using LCM averaged intensities (eight mass scans,
five laser pulses, 1 s) to calculate the intensity ratios sta-
ble values could be obtained in the transient signals,
which would allow for identification of even relatively
small changes in concentration or isotope ratios. The stan-
dard deviation (SD) decreased from 58% for the raw

ratios to 5.1% with LCM averaging while the standard
error (SE, i.e., SD/+/n ) decreased from 3.2% (n=320)
to 0.8% (n=40). The same trend was observed in all
experiments where LCM averaging could be performed
under the condition that the number of laser pulses includ-
ed equalled the number of isotopes in the acquisition
method.

While LCM averaging can generally reduce the scatter
in the measured signal intensities and isotope ratios, it can
still produce erroneous ratios when the acquisition condi-
tions are chosen incorrectly. Table 3 shows this effect for
Ag isotope ratios obtained for different combinations of
laser pulse and mass scan frequencies as given in Table 2.

Three replicate measurements were carried out for each set-
ting. The standard errors are generally similar across the repeti-
tions and LCM averaging can lead to a substantially smaller
scatter in all cases. Comparing the standard deviation (SD) of
the mean ratios for the different acquisitions on the other hand
shows that LCM averaging can only reduce the scatter of the data
in conditions A, B, D, and E substantially. In the other cases, the
individual results show a comparable spread, regardless of LCM
averaging or not. These cases have in common that the number
of laser pulses that contribute to an average ratio is not a multiple
integer of the number of isotopes registered.

Cases C, E, and F are situations in which the mass scan
duration was exactly half the laser pulse period (i.e., in reso-
nance). As discussed above, resonance also led to comparably
smaller SE of the within-run intensity ratios of the raw data but
they remained biased to an unpredictable degree.

Fig'. 3 Top panel shows a typical 30000 7
transient signal for '°’Ag* with
the LA-ICP-MS setup for 25000
acquisition conditions similar to »
Fig. 1 right sequence: laser pulse S 20000 -
frequency of 5 Hz, 5 isotope =
signals using 22 ms of dwell and S, 15000 A
3 ms settling times. All other 2
parameters are as given in Table S 10000 A
1. The lower panel shows
intensity ratios for the individual 5000 A
MS scans (black), which exhibit
the typical oscillating pattern. The 0
data shown in red result from
LCM averaged signal (1 s., eight 57
mass scans) 4
£
58 °
5 21
1 .
0
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Table 2 Acquisition conditions for the data shown in Table 3.
Conditions A, B, D, and E fulfill the requirements for successful LCM
averaging. In cases C, F, and G, the mass scan frequency (# MS) is exactly

twice the laser pulse frequency (fi 4) so that 1 laser pulse is included in the
average of 2 MS scans in all acquisitions. njgo: “number of isotopes in the
acquisition method, #5o: “Isotope time” = dwell + settling time)

fia Nso- tiso fMS LCM Pulses
Hz ms Hz s averaged* Comments
A 5 4 8 96 0.8 4 N (pulses) = N (isotopes)
B 5 4 24 10.416 2.4 12 N (pulses) =3 x N (isotopes)
C 5 4 25 10 0.2 1 N (pulses) < N (isotopes)
D 5 5 25 8 1.0 5 N (pulses) = N (isotopes)
E 5 9 5 222 1.8 9 N (pulses) = N (isotopes)
F 5 10 10 10 0.2 1 N (pulses) < N (isotopes)
G 5 20 5 10 0.2 1 N (pulses) < N (isotopes)

*: Number of laser pulses included in the LCM averaged data

Numerical simulation

Simulations were carried out for a wide range of laser ablation
and acquisition conditions. Laser ablation conditions com-
prised pulse frequencies of 2, 5, 10, 20, and 50 Hz with the
three different aerosol dispersion settings and integer ms iso-
tope times. The settings were specifically chosen to allow for
mass scans and pulse periods to be integer ms values, because
Excel® cannot calculate accurate LCM values from rational
numbers (e.g., a laser repetition rate of 30 Hz that corresponds
to a pulse period of 33.3 ms). The relative change of the
aerosol mass flow, which represents the difference between
highest and lowest signal intensities in relation to the mean,
for these settings is given in Table 4.

The signal evolution was simulated for multiple isotopes
(between 3 and 20) and dwell times (between 1 and 40 ms).
Intensity ratios were calculated for the 2nd and 3rd isotope
registered relative to isotope 1 in the mass scan sequence to
evaluate the influence of the respective settings. The ratios
were calculated on a per-scan basis and after LCM averaging,
according to the laser pulse period and mass scan duration.
Several combinations resulted in extremely long LCM periods
(e.g.,2 Hz fi A, 9 isotopes, and 39 ms isotope time would result
in 175 s LCM) and only combinations with LCM below
3000 ms were finally considered. This is mainly because too
long integration periods could exceed the time span provided
by the simulation spreadsheet but also because longer averag-
ing times are deemed unsuitable for imaging purposes. The
simulation also included the “wash-in” period of the aerosol
which, depending on the dispersion setting used lasted for <
10 ms (low dispersion) to almost 10 s (high dispersion). It also
turned out that the scatter in the intensity ratios obtained with
high-dispersion configuration reached appreciable levels only
under extreme conditions (2 Hz laser pulse frequency, 40 ms
isotope time) and even then remained below 2% of the mean.
It is thus to be expected that other sources of error are more
likely to dominate the results in these cases and the discussion

here will be generally relevant only for intermediate and low-
dispersion systems. In order to evaluate the stabilized signal
only, the mean intensity ratios and their standard errors were
calculated only for the final 7 s of the signal (i.e., resulting in at
least two LCM averaged data points).

Table 5 lists the simulation results obtained for the condi-
tions given in Table 2 for a comparison with the experimental
data in Table 3. The simulation did not include variable delay
between the MS scan and LA pulses to directly evaluate the
occurrence of, and bias due to, resonance. The effect of reso-
nance can however assessed via differences in the intensity
ratios of individual isotopes relative to a reference in the mea-
surement sequence. Thus data given for Repl.1-3 in Table 5
are actually the intensity ratios of three different isotopes,
measured in sequence to the first isotope in the mass scan.
Again intensity ratios from per-scan data and LCM averaged
data are shown. While LCM averaging eliminated within-run
scatter in all cases, LCM averaging could not compensate for
any bias caused by a resonance setting (cases C, F and G).

A selection of simulation results for different acquisition
settings using both, per-scan and LCM averaged, intensity
ratios is shown in Fig. 4. The data represent isotope ratios that
would be obtained with sequential LA-ICP-MS measure-
ments under ideal conditions (no noise). Still, aliasing can
cause substantial errors in quantification, in particular for
low and intermediate aerosol dispersion conditions.
Deviations reached up to 60% in these cases. While LCM
averaging can improve quantification in many cases, reso-
nance situations are frequent and the deviations persist. For
20 isotopes registered and 5 Hz pulse repetition rate, no situ-
ation existed in which correct intensity ratios were achieved.
The deviations usually exhibited a complex trend when in-
creasing the isotope times. More isotopes measured cause
the deviations to be more pronounced and to occur at shorter
isotope times for identical LA conditions. Increasing laser
pulse frequency generally reduced the deviations and de-
creased scatter in the transient raw intensity ratios. For
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Table 5 Examples of simulation

results for the intermediate Repl.l Repl2 Repl3 Mean SD LCM1 LCM2 LCM3 Mean SD
dispersion configuration. Laser
conditions are identical to the SE 0.005 0.011 0.01 0 0 0
ones used in Table 3 Ratio  1.039 1.091 1.123 1.08 0.04 1 1 1 1 0
SE 0.030  0.051 0.060 0 0 0
Ratio  1.143 1.111 1.00 1.08 0.07 1.108 1.062 0.948 1.04 0.08
SE 0.030  0.041 0.04 0 0 0
Ratio  1.026 1.08 1.11 1.07 0.04 1 1 1 1 0
SE 0.028  0.05 0.06 0 0 0
Ratio  1.04 1.11 1.16 1.10 0.06 1 1 1 1 0
SE 0.04 0.08 0.09 0 0 0
Ratio  1.163 1.27 1.32 1.25 0.08 1.108 1.169 1.195 1.16 0.04
SE 0.022  0.04 0.05 0 0 0
Ratio  1.112 1.206 1.28 1.20 0.08 1.068 1.124 1.167 1.12 0.05
SE 0.014  0.026  0.04 0 0 0

example, for intermediate aerosol dispersion shown in the top
panel in Fig. 4, the deviations would in all cases amount to less
than 1% when operating at 50 Hz pulse frequency instead of
5 Hz. It also allows for more conditions that enable accurate
LCM averaging. With 5 Hz LA, only 49 combinations of
number of isotopes could be selected to allow for LCM aver-
aging within 3000 ms. With 50 Hz LA this number increase to
60. Additionally, isotope times of 20 and 40 ms correspond to
averaging exactly one or two pulses (“synchronous” acquisi-
tion) and provide accurate intensity ratios from a single mass
scan.

When identical isotope times are used, LCM averaging can
successfully avoid systematic bias provided that the following
condition is fulfilled:

LCM (seconds) x f1 o = a X mso;acN (2)

Table S1 in the Electronic Supplementary Material (ESM)
provides a list of combinations of laser pulse frequency as well
as isotope numbers and times that fulfill the conditions for

unbiased LCM averaging under these conditions. For these
conditions, the number of laser pulses within the LCM is an
integer multiple of the number of isotopes in the acquisition
method. It ensures that all isotopes are registered at least once
in the same section of the oscillating aerosol mass flow.

Consequences of aliasing in imaging applications

While the previous results indicate that LCM averaging to-
gether with a suitable combination of pulse repetition rate,
the number of isotopes and isotope time can successfully elim-
inate the effect of aliasing in homogenous materials, the nec-
essary averaging of ion signals originating from different laser
pulses will naturally impair the detection of local concentra-
tion changes in imaging applications. Per-scan intensity ratios
provide the highest temporal and thus spatial correlation in a
scanning mode application, the bias due to aliasing however
may cause (a) features to disappear in the noise of the mea-
surement and (b) bias in the quantification. A numerical

Table 3 Intensity ratios obtained

for '°Ag*/'7Ag* from Repl.l  Repl2 Repl3 Mean SD LCMI LCM2 LCM3 Mean SD
individual mass scans and after
LCM averaging for different Rato 1.104 1078 1100 1.093 0014 1020 1013 1018 1017  0.003
experimental conditions. Repl. 1— SE 0014 0012 0013 0007 0007  0.006
3 and LCM1-3 indicate the mean Rato 1.074 1.117  1.132  1.108 0030 0990 09776 0997 0988 0.010
intensity ratios and their standard SE 0.021  0.024  0.024 0.009  0.008 0.004
errors obtained per-scan Orlaﬁer Ratio 1.028 0971 1.08 103 006 099% 093 1073 100 007
LCM averaging respectively. SE 001 0017 0010 0007 001  0.009
Mean and SD indicate the .
reproducibility of the intensity Rato 1.042 1013 1008 1021 0019 099 0983 0993 0989  0.005
ratio between the three replicates SE 0019 0014 0012 001 0009  0.007
Ratio 1.154 1.162  1.150 1155 0006 1.032 1037 1026 1032  0.005
SE 0022 0024 0023 0012 0011 0016
Ratio 1.044  1.127 1.139 1.1 005 1087 1.135 1191 114 005
SE 0017 0018 0023 0015 0017 0019
Ratio 178 1.1 068 12 06 146 103 065 10 04
SE 026 005 0026 006 004 0026
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Table4 Relative changes of the acrosol mass flow rate for the different
combinations of aerosol dispersion and laser pulse frequency used in the
simulations. A value of 0.01 for example indicates that the peak to peak
amplitude is 1% relative to the mean flow rate or signal intensity

fLA, Hz

2 5 10 20 50
High (4000 ms) 0.06 0.01 0.003 0.0007 0.0002
Intermediate (400 ms) 2.5 0.76 023 0.06 0.01
Low (40 ms) 25 10 5.0 2.5 0.76

simulation of such an experiment is shown as example in
Fig. 5. The simulation was carried out for a constant intensity
ratio of 0.8 throughout the scan except for a period of 0.4 s
(corresponding to approx. The FWO0.1M of the aerosol
dispersion, shaded area in Fig. 5) where the ratio was 1. This
corresponds for example to a 40 um section parallel to the
scan direction, traversed at 100 pum/s scan rate. With 5 Hz
pulse frequency and <20 pum laser beam diameter (i.e., <
one pulse/position) this can cause an immediate change of
the aerosol composition for just two subsequent laser pulses.
Intensity ratios for such a case are shown in the left panel as

5 Isotopes

8 Isotopes

black lines for per-scan intensity data, where the scatter of the
ratio will barely allow for unambiguous identification of the
heterogeneous section. The mean ratio observed in the unal-
tered section is 0.81 with a standard deviation of 0.08 and the
average in the 0.4 s elevated section is 0.91 with an SD of
0.12. LCM averaging eliminated the systematic scatter in the
unaltered region (mean ratio of 0.8) and would allow for a
clearer identification of the elevated ratio in this case. The
intensity ratio in the elevated region is 0.85 because the
LCM spans over a period of 0.8 s and 2 data points were
averaged to ensure that the integration covers the entire dis-
persed signal. Thus, the original elevated signal is essentially
“diluted” four times, yielding an increase by 0.05 instead of
0.2. The shorter integration period applied for the per-scan
data yields a value that is closer to the theoretical one because
fewer mass scans are averaged but the mean value here is
again affected substantially by aliasing. This can be seen in
the right panel where the intensity ratios were simulated while
moving the onset of the enriched region in steps of 25 us
across 800 us. In practice, this corresponds to situations were
a scan mode LA experiment repeatedly scans the same elevat-
ed region but with different delays between the start of the
ICP-MS measurement and the onset of the laser pulses. For

20 Isotopes
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Fig. 4 Isotope ratios from numerical simulation for different LA and
acquisition conditions. Black dots represent results from per-scan
averaged intensity ratios and error bars indicate the corresponding SE.
Red crosses are results of LCM averaged data. The top panel contains
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data when using intermediate dispersion of the LA generated aerosol and
5 Hz pulse repetition rate and the lower panel represents low dispersion
and 50 Hz repetition rate. Ratios are plotted for 5, 8, and 20 isotopes
acquired with different isotopes times
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Fig. 5 Simulation of LA-ICP-MS ion signals and intensity ratios (5 Hz
LA, four isotopes, 8 ms isotope time) with intermediate aerosol dispersion
across a heterogeneous section. The left panel represents intensity ratios
for two successively acquired isotopes. The true intensity ratio is 0.8
throughout but increases to 1 within a 500 ms period near 8 s (indicated

LCM averaged data, the values remain practically constant
throughout the experiments, while integration of only the re-
gion where the elevation is clearly visible (400 ms in this case)
results again in oscillating data with an average of 0.92 and
SD of 0.04, because the isotopes are registered at different
points across the dispersed signal.

Variable isotope times

The previous discussion only included identical isotope times
during the mass scan. Several ICP-MS instruments however
may not allow for such methods. In particular, when single
collector sector-field ICP-MS instruments are used, where sta-
bilization time of the magnetic field across the mass spectrum
is not constant. But also with quadrupole-based instruments,
where m/Q changes can be achieved at sub-ms rates, it may be
desirable to spend more time to acquire low-intensity signals
to improve precision of the measurement. In all these cases,
the isotope times during the mass scan may differ from anoth-
er. The consequences for LCM averaging were found to be-
come complex. The LCM for example for 5 Hz pulse repeti-
tion rate and a mass scan of five isotopes and 25 ms isotope
time is the same (1 s) as for four isotopes acquired for 20 ms
and one isotope with 45 ms. The LCM of the isotope with
45 ms and 5 Hz LA is however 1.8 s which is (a) longer than
the LCM for the mass scan and (b) not an integer multiple of
that LCM. In such cases also a systematic bias occurs in the
LCM averaged intensity ratios. Changing the scan settings to
four isotopes of 5 ms and one isotope of 45 ms, the LCM is
2.6 s and LCM averaging yields accurate intensity ratios
again. Thus, using different isotope times in a method will
most likely result in longer LCM periods to be averaged and
consequently more laser pulses that need to be included in the
resulting intensity ratios.

A general condition for unbiased LCM averaging with
multiple dwell times could not be isolated from the numerical
simulations. It appeared however that accurate intensity ratios
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by the shaded area). The intensity ratios are plotted for the simulations on
per-scan evaluation (black line) and after LCM averaging (red dots,
800 ms LCM). The right panel shows per-scan (averaged for 400 ms)
and LCM averaged intensity ratios for increasing delay of the onset of the
enriched region relative to the mass spectrometer scan

could be obtained for a more general form of Eq. 2):
LCM (seconds) X fi, =a

n t . b4 .
W« 3 (s0)  (ms0)i
i=1 (tlso)min (tlso>min

(3)

With (#50); being the isotope time of isotope i and (f150)min
the shortest isotope time in an acquisition method with n
isotopes.

Implications for imaging applications

The results of this study confirm that aliasing can cause a
substantial and systematic bias in intensity ratios if the aerosol
dispersion in the LA system (as given by the FW0.1M) is
approaching or below the duration of the mass scan in sequen-
tial isotope detection. It could furthermore be shown that
LCM averaging can mitigate the systematic bias and thereby
would yield higher accuracy for the quantitative determination
of element concentration ratios. However, LCM averaged in-
tensity ratios—similar to acquisition in “synchronous”
mode—result from aerosol produced by multiple laser pulses
and quantification needs to assume that the mass ablation rate
for these pulses does not change substantially. Furthermore,
the resulting concentration will resemble an average value of
the entire mass ablated within an LCM. Thus, imaging hetero-
geneous sections, will cause the LCM to “distribute” the het-
erogeneous material over a larger period, especially when the
LCM is longer than or similar to the duration of the change in
concentration in the measurement. The mean concentration
within the sample mass contained in the LCM is, however,
unbiased. LCM averaging on the other hand cannot avoid
systematic bias when LA pulses and mass scans occur in res-
onance. The latter situation was always found to occur when
the number of laser pulses averaged over the LCM period is
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not an integer multiple of the number of isotopes registered in
the mass scan (for identical isotope times). For variable iso-
tope times, the LCM was typically found to increase but the
situation is more complex and a detailed analysis of the prac-
tically infinite number of combinations is beyond the scope of
this manuscript.

In any case, in quantitative LA-ICP-MS imaging applica-
tions using scanning mode and sequential isotope detection,
one needs to bear in mind that the size of an individual pixel in
scan direction is always larger than the distance traveled dur-
ing a single mass scan or the area of an individual laser pulse.
The same applies to quantitative depth profiling experiments,
where unbiased concentration data can only be obtained from
aerosol generated by more than one laser pulse, i.e., greater
depth than the mass ablation rate per pulse. Assuming that
pixel size represents the spatial (or depth) resolution of the
resulting images, there are several aspects that affect the at-
tainable resolution, which are not only related to the laser
ablation conditions applied. The smallest voxel size achiev-
able also depends on the thickness of the material ablated. If
the material is not entirely removed by the LA scan, each
voxel represents the composition of a sample volume corre-
sponding to dimensions of:

X = Voean X LCM + I,y =1, and z = r X f14 X I/ Vsean.

Here vycqn is the scan rate, /. and /,, are the dimensions of the
laser beam in scan direction (x) and in perpendicular respec-
tively, 7 is the depth ablation rate, and f; 4 the laser pulse
repetition rate.

For a given LCM period, the lateral image resolution will
thus improve only by decreasing the scan rate, which in turn
increases the depth of the ablated track.

If the material is thinner than the resulting value of z, like in
experiments where a tissue slice on a substrate are ablated by a
single laser pulse, the lateral resolution can be lowered to
below the laser spot dimensions if v, X LCM <. In such
a case and when rectangular laser spots are used, the voxel size
would be given by

X =Vsean X LCM,y = Ayandz =d < 7 X f4 X Iy /Vsean.

Here, A, is the displacement of two adjacent scan lines and
d the material’s thickness.

Here, the voxel size is also a function of the scan rate and
with a lower translation speed, smaller pixel sizes can be re-
alized. It will thus ultimately be the result of finding a com-
promise between image size and measurement time.

Conclusion

The systematic bias caused by aliasing, which leads to signal
beat in sequential isotope detection with pulsed sample

introduction by laser ablation, can successfully be avoided
by LCM averaging of the recorded ion signal intensities.
Signal beat can become particularly pronounced for LA sys-
tems with minimized aerosol dispersion, which have become
increasingly popular for imaging applications. The higher the
amplitude of the aerosol mass flow oscillation into the ICP, the
more pronounced bias will occur. Selecting appropriate acqui-
sition conditions one can, however, register a transient signal
which corresponds to the entire oscillation of the aerosol mass
flow, while originating from subsequent laser pulses.
Averaging of ion signal intensities across the LCM of mass
scan duration and laser pulse period then can be used to cal-
culate non-biased intensity ratios and ultimately concentration
ratios that represent the average composition of the material
ablated during one LCM. Even though this method will in-
crease the pixel or voxel size of the image compared to inten-
sity ratios calculated from per-scan ion signals, it is free of a
systematic bias in the quantitative data associated with the
latter. LCM averaging requires a match of the MS acquisition
and the laser ablation pulse period. Additionally, LCM aver-
aged data are not always free of bias. Bias is only avoided if
the number of laser pulses included in the LCM period is an
integer multiple of the number of isotopes registered. This
limits the combination of isotopes and dwell times that can
provide non-biased data. The method of LCM averaging is
essentially a variant of selecting dwell plus settling times so
that they equal the laser pulse period. The use of shorter dwell
is however advantageous in that also features that may be
causing changes in the aerosol composition within successive
laser pulses can more likely be identified and quantified. LCM
averaging may be further useful to improve isotope ratio mea-
surement precision with single collector I[CP-MS instrument
and laser ablation sampling, when using laser ablation sam-
pling with short or intermediate aerosol washout laser ablation
cells.
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