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Abstract This publication describes the first international in-
tercomparison of particle-size determination by single-particle
inductively coupled plasma mass spectrometry (sp-ICPMS).
Concentrated monodisperse silver nanoparticle suspensions
with particle diameters of 20, 40 and 100 nm and a blank
solution were sent to 23 laboratories in Europe, the USA and
Canada. Laboratories prepared eight nanoparticle preparations
in two food simulants (distilled water; 10 % ethanol) and
reported median particle size, Ag particle mass concentration
and Ag particle number concentrations. Average repeatability
and reproducibility standard deviation (sr and sR) for the median
particle diameter were 1 and 14 nm, respectively. Relative
precision was worse for Ag particle number concentrations
(RSDr=11 %; RSDR=78 %). While further improvements of
the method, especially with respect to software tools for eval-
uation, hardware options for shorter dwell times, calibration
standards for determining nebuliser efficiency and further ex-
perience by laboratories are certainly desirable, the results of
this study demonstrate the suitability of sp-ICPMS for the
detection and quantification of certain kinds of nanoparticles.
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Introduction

Recent years have seen an increase in the use of nanoparticles
(NPs) in various fields. While the potential benefits of such
particles are beyond doubt, concerns have been raised with
respect to potential hazardous effects. Legislation requiring the
labelling of the presence of materials in their nano-form in
cosmetics [1] and food [2] exists on the EU level. To avoid a
multitude of conflicting definitions of “nanomaterial”, the Euro-
pean Commission (EC) has published a recommendation for a
definition [3] that it intends to use in future laws. This definition
defines a nanomaterial as “natural, incidental or manufactured
material containing particles, in an unbound state or as an
aggregate or as an agglomerate and where, for 50 % or more
of the particles in the number size distribution, one or more
external dimensions is in the size range 1 nm–100 nm” [3].
Implementation of this definition requires the availability of
reliable measurement methods that are able to determine
number-based particle-size distributions. A recent report con-
cluded that “none of the currently available methods can deter-
mine for all kinds of potential nanomaterials whether they fulfil
the definition or not” [4]. Current techniques for the size deter-
mination of NPs include fast ensemble methods, such as dynam-
ic light scattering (DLS), which gives intensity-based size distri-
bution, or rather time-consuming counting methods, such as
electron microscopy (EM), which does deliver number-based
distribution albeit at often prohibitive costs. Consequently, im-
provement of current methods and development of newmethods
for the implementation of the definition are therefore paramount.

The concept of utilising ICPMS for single-particle analysis
and colloid suspensions was first published by McCarthy and
Degueldre [5] and tested for a series of particles in aqueous
suspensions including TiO2 and Al2O3 [6] and Au [7]. More
recently, sp-ICPMS has been investigated as a tool for the
determination of NPs, both fundamentally [8], as well as for
various applications: Au in bio-analytical samples [9, 10], Pb in
airborne particles [11], dissolved and particulate Ag [12, 13]. In
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this technique, the sample, an aqueous suspension, is introduced
continuously into an ICPMS system that acquires data with a
high time resolution. Before introduction, the sample is diluted to
a degree that particles enter the plasma one at a time. Following
nebulization, a fraction of the nanoparticles enter the plasma
where they are vaporised and the individual atoms are ionised
resulting in a cloud of ions. This cloud of ions is sampled by the
mass spectrometer and detected as a signal pulse in the detector.
A typical run time is 60 s and produces a time scan. Under certain
conditions (sufficiently dilute samples, known and fixed compo-
sition of the particles etc.), the number of pulses detected per
second is directly proportional to the particle number concentra-
tion in the samplewhile the intensity of the signal pulse is directly
proportional to themass of the detected nanoparticle. Assuming a
certain particle shape (e.g. spheres) and composition, one can
calculate the diameter of the particle. The method has the advan-
tage of being fast, is still number-based and, by virtue of themass
spectrometric detection, very selective. Naturally, its applicability
is limited to particles of well-defined composition, as otherwise
no relation between size and signal exists. The detection power
of the method is limited by the presence of ionic analytes of the
same material. The higher the dissolved background, the larger
particles must be to be reliably distinguishable from the back-
ground. Therefore, particles consisting of rather rare elements
like Ag have a lower size limit of detection than particles
consisting of common compounds like silica. Preliminary data
suggest that the size limit of detection for AgNPs is about 20 nm.

Like most other methods used for the sizing of nanoparti-
cles, it also cannot distinguish between single and constituent
particles. Nevertheless, if found accurate enough, sp-ICPMS
therefore could be a useful method for the implementation of
the EC definition as long as the particles can be dispersed into
their constituent particles.

Shrink films, cutting boards and storage boxes containing
AgNPs are offered on the internet (http://factory.dhgate.com/
metallized-film/nano-silver-antimicrobial-cling-film-bag-
p47593893.html, http://www.gaswatch.com/products/13%22-
x-11%22-Antimicrobial-Round-Cutting-Board.html, http://
hznano.en.alibaba.com/product/605559706-213764856/
Nano_silver_antimicrobial_Storage_Box_manufacturer.html).
It is not unthinkable that AgNPs migrate from these materials
into foodstuffs. Therefore, AgNPs were selected as target
analyte for the validation of sp-ICPMS. This paper describes
the first method validation study for sp-ICPMS for the sizing
and quantification of AgNPs in aqueous media.

Experimental

Study concept

The main goal of the study was the evaluation of precision and
trueness of the size determination using sp-ICPMS covering

the size range of particle diameters from 20 to 100 nm. Also
the precision of the particle number concentration was evalu-
ated but was deemed of less importance as current legislation
does not put any limits on absolute NP concentrations. The
lower size limit of 20 nm (rather than the 1 nm stipulated by
the EC definition) was selected as preliminary results of the in-
house validation indicated a limit of detection around 20 nm,
thus rendering use of even smaller particles not meaningful.

Precision data were determined from the agreement of the
results from the participants. By comparing results from dif-
ferent methods obtained on the materials, an indication of
presence or absence of a systematic bias could be obtained.

All participants used the same standard operating procedure
(SOP) but were free in their choice of calibration standards.

Two standard food simulants, namely, de-ionised water and
10 % v/v ethanol, were selected as test matrix for this first
intercomparison.

Test samples

Spherical,monodisperseAgNPs of 20-, 40- and 100-nmnominal
diameter were obtained from NanoComposix (NanoComposix,
San Diego, USA). The particles were from the company’s
NanoXact product line (20-nm PVP NanoXact silver;
EAW1126; 40-nm PVP NanoXact silver; JME1115; 100-nm
PVP NanoXact silver; EAW 1169; all PVP stabilised). A blank
sample consisting of de-ionised water coloured with a mixture of
yellow and blue food dye obtained from a local supermarket was
included in the set to detect false positives. Of each suspension,
1.5 mL was filled at IRMM in 2-mL polypropylene tubes of the
brand Axygen “Maximum Recovery” (Axygen Inc, Union City,
USA). Thirty vials of each materials were filled. Particle diam-
eters given by the company were largely confirmed by sp-
ICPMS and centrifugal liquid sedimentation (CLS), respectively,
although differences for the largest particles were noted. Proper-
ties of the samples are given in Table 1.

Homogeneity of the suspensions in the vial was assessed
by sp-ICPMS. The 1st, 15th and 30th vial of each materials
were tested by sp-ICPMS in two replicates each. The standard
deviation of the median particle diameters ranged from 4.2 %
(20 nm) to 0.9 % (100 nm). This means that for between-
laboratory standard deviations above 14 % (20 nm) to 3 %
(100 nm), between-sample variation does not affect the vari-
ation between laboratory results. As shown in the results
(Section 3.2), this condition is met and the samples therefore
fulfil the ISO 13528 [14] requirement for sufficient homoge-
neity. Concentrations of particulate Ag varied significantly
more: relative standard deviations of the six results ranged
from 16 to 26 %. However, as will be shown below, this
variation is still negligible compared with the standard devia-
tion observed for particle number concentration.

Stability of the suspension in the vials was assessed by UV
absorbance and by centrifugal liquid sedimentation (CLS): Once
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per week, the UV absorption maximum (which correlates with
the size of AgNPs) was measured and the particle-size distribu-
tion was determined by CLS according to ISO 13318-1 [15]
using a working instruction validated for silica [16]. In addition,
a second set of sp-ICPMS measurements was performed after
receiving the results. These tests showed that the median particle
diameter and total Ag mass fraction remained unchanged for all
three materials for the complete duration of the study. The sp-
ICPMS data indicated a decrease in the particle number concen-
trations over these 3 months by 40 to 60 %. Converting this
maximum degradation of 60% into a standard uncertainty using
a rectangular distribution results in an uncertainty of stability of
17 %, which, using the criteria of ISO 13528 [14], is negligible
compared with the between-laboratory variation eventually
found in this intercomparison (see Section 3.2.2). It should be
pointed out that this potential decrease of the number concen-
tration is contradicted by the participants’ results, which do not
show any trend with time (data not shown).

Therefore, the homogeneity and stability studies demon-
strated that homogeneity and stability would not affect the
between-laboratory variation for the median particle diameter,
the main target of the study. Homogeneity and stability were
worse for the particle number concentration, but also negligi-
ble compared with the variation between laboratories in this
intercomparison.

Participants

Twenty-three laboratories from academia, regulators as well
as industry were recruited by screening the literature as well as
by direct invitation via contact lists of current EU projects and
notification via the ISO technical committee on nanotechnol-
ogies (ISO/TC229). Thirteen of them had prior experience
with sp-ICPMS, albeit in several cases only for a short time or
were in the process of establishing the methodology in their
laboratories. The other laboratories had prior experience in the
handling of NPs and ICPMS, but not of the combination or
only ICPMS experience.

Nineteen of the laboratories were European, and two lab-
oratories each came from the USA and Canada.

Measurement procedure

A detailed standard operating procedure (SOP) was sent to all
participants. In brief, the method consists of setting the
ICPMS dwell time to 3 ms with a total acquisition time of
60 s giving 20,000 separate bins. If the samples are highly
diluted, the presence of two particles in the plasma at the same
time is unlikely. Using data from a Poisson distribution reveals
that if on average 2,000 particles are detected over this 20,000
bins, the fraction of events arising from doublets/triplets is
below 5 %. A simulation using MS Excel shows that these
multiplets introduce a bias of <0.15 nm for 20- and 40-nm
particles, which is negligible.

Ionic Ag standards in aqueous solution with concentrations
between 0.2 and 5 μg/L were prepared. Calibration with these
standards allows calculation of the number of atoms in each
particle. The nebulisation efficiency, a prerequisite for the
correct mass and particle number quantification, is determined
using Au nanoparticles of known concentrations. The samples
are diluted to fall within the calibration range of the method.
This analytical method was validated at RIKILT according to
2002/657/EC, and performance characteristics are in accor-
dance with this Commission Decision.

Currently, no commercial software for the evaluation of sp-
ICPMS is available. Therefore, a dedicated Excel-spreadsheet
was developed and provided to all participants.

A dedicated training workshop was held to make the par-
ticipants familiar with the procedure. This training workshop
was followed by a telephone conference for those participants
that could not participate in the workshop.

Study protocol

Preliminary tests had shown that AgNPs in the diluted test
matrices were not stable. Therefore, participants were required

Table 1 Properties of the Ag suspensions used in the intercomparison

Preparation 1 Preparation 2 Preparation 3 Preparation 4
20-nm nominal Blank 40-nm nominal 100-nm nominal

Diameter, TEMa (nm) 20.4±1.8 Not applicable 40.3±3.5 98.5±6.4

Median Diameter, sp-ICPMS (nm)b 27±1 Not detected 45±1 93±1

Modal diameter, CLS (nm)b, c 21±3 Not detected 40±6 80±12

Ag mass concentration (mg/L)b 13.0±0.4 <0.3 24.0±0.5 13.0±2.8

Zeta-potentiala (mV) −24.9 Not applicable −35.6 −43.4
Stabiliser PVP Not applicable PVP PVP

aData provided by NanoComposix. Uncertainties are single standard deviations
b Results obtained by a single laboratory before the start of the study
cUncertainties for CLS are expanded (k=2) uncertainties as obtained for validation of the CLS for silica. The method is not specifically validated for AgNPs
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to prepare test preparations by spiking de-ionised water or
10 % ethanol with one of the four materials each.

Participants received one vial of each of the four materials
together with a temperature datalogger to demonstrate the
absence of excessively high or low temperatures during trans-
port. The following eight preparations had to be prepared:

& Four preparations of AgNPs (of which one blank) in de-
ionised water by adding 0.25 mL of the materials into
49.75-mL de-ionised water.

& Preparations of AgNPs (of which one blank) in 10 %
ethanol water by adding 0.25 mL of the materials into
49.75-mL 10 % ethanol.

Each preparation contained only one material.
Each participant was asked to measure each of the eight

preparations three times and to report median particle diame-
ter, Ag mass concentration and particle number concentration.

The results were reported on a spreadsheet that was
returned both electronically as well as asigned hardcopy.

Data evaluation

Evaluation of the results was performed according to ISO
5725-2 “Accuracy (trueness and precision) of measurement
method and results” [17]. Results were screened using the
graphical consistency technique (Mandel’s h and k-plots) to
test for consistent bias or high variances, and laboratories with
consistently high bias or variances were excluded. The re-
maining datasets were tested for outlyingmeans and variances
using the Grubbs and Cochran procedure. Outliers at a 99 %
significance level were removed from the dataset. The remain-
ing datasets were tested for normality using normal probabil-
ity plots, and skewness and kurtosis tests. Repeatability stan-
dard deviation (sr), standard deviation between laboratories
(sL) and reproducibility standard deviation (sR) were calculat-
ed from the mean squares within group (MSW) and mean
squares between groups (MSB) using one-way analysis of
variance (ANOVA):

sr ¼
ffiffiffiffiffiffiffiffiffiffiffi

MSW
p

ð1Þ

sL ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

MSB−MSW

3

r

ð2Þ

sR ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi

s2r þ s2L

q

ð3Þ

Finally, it was checked whether there is a relationship
between particle diameter and these statistical parameters for
the method. When no such relationship existed, a summary
standard deviation s was calculated from six standard

deviations si of the six preparations actually containing
AgNPs:

s ¼

ffiffiffiffiffiffiffiffiffiffiffiffi

X

i

s2i

6

v

u

u

t

ð4Þ

If such a relationship existed, it was checked whether the
relative standard deviations would be constant. If yes, average
standard deviations were calculated according to Eq. 4, using
the relative standard deviations instead.

The data evaluation was performed using the characterisa-
tion module of the Program SoftCRM [18].

Results and discussion

Twenty-one of the 23 participants submitted results. The
remaining two laboratories were hampered by software prob-
lems—their ICPMS software did not allow setting a dwell
time small enough for the method.

Results for median particle diameter, Ag mass concentra-
tion and Ag particle concentration for the 40-nm particles in
water are shown in Fig. 1. The data for all results are given as
electronic supplementary material.

Two laboratories did not report results for all preparations.
In addition, two laboratories reported results for the 20-nm
materials as “<LOD”. These results were not used for the
numerical evaluation.

Selectivity

Two laboratories reported particles in the two blank prepara-
tions although the material for the two blanks had been tested
and found to be Ag-free. One of the two laboratories reported
particle number concentrations four orders of magnitude be-
low the results of the other preparations, demonstrating that
this finding of particles is an analytical artefact. The other
laboratory reported particle number concentrations for the
blank that were about 1/10 of its findings for the other sus-
pensions, thus constituting a real false positive.

The results show that, as expected, sp-ICPMS is, by virtue of
the highly selective MS, selective. However, as with any meth-
od, particle diameter information should be taken in combina-
tion with particle number information to prevent false positives.

Precision

Median particle diameter

Mandel’s h plot revealed that one laboratory had submitted
consistently high results. All data from this laboratory were
therefore eliminated.
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After elimination of outliers, results for preparation 1 are
Gaussian-distributed, but follow a very broad distribution.
Results range from 12.7 to 65 nm with an average median
diameter of 41.5 nm. Results for preparation 3 seem to follow
a trimodal distribution with populations around 30, 40 and
60 nm. However, the skewness and kurtosis tests indicate
normality. Preparation 4 follows a broad Gaussian distribution
with results ranging from 55 to 111 nm.

The results of the 10% ethanol preparations show a similar
picture: data for preparation 5 follow closely a (very broad)
Gaussian distribution, with data ranging from 10 to 61 nm.
Similar to preparation 3, data for preparation 7 show two
clusters, one containing results from 31 to 47 nm, the other
four results between 57 and 65 nm, but again skewness and
kurtosis tests indicate normality. A similar picture is visible for
preparation 8 with a cluster of six results between 36 and
65 nm and one of 11 results between 80 and 102 nm. Also
here, normal probability plot and skewness/kurtosis tests do
not allow discarding the assumption of normality.

Number of datasets, number of outliers, mean, sr, sL and sR
are shown in Table 2.

Repeatability standard deviations were very low for all prep-
arations, ranging from 0.6 to 1.7 nm. Contrary to this, between-
laboratory standard deviations are rather high, ranging from 12
to 20 nm. As those similar averages were obtained for the 20-
and 40-nm suspensions, one might argue that the limit of
detection is 40 nm. In fact, two laboratories reported results as
<22 and <40 nm for suspension 1. A closer inspection of the

data shows that the limit of detection is highly laboratory-
dependent: out of the 15 laboratories that submitted results for
all three particles in at least one medium, six could clearly
distinguish the 20-nm particles from the 40-nm particles, dem-
onstrating that 20 nm is clearly above their limit of detection,
whereas the other nine laboratories measured the same size for
20- and 40-nm particles. However, sizes measured for the 20-
nmparticles among the six laboratories still vary between 10 and
42 nm, indicating considerable proportional and constant bias.
Results within each laboratory are consistent at higher sizes,
allowing clear distinction between the 40- and 100-nm particles:

Fig. 1 Results for median particle diameter, Agmass fraction and Ag particle number concentration in preparation 3 (40-nmAgNPs in de-ionisedwater)

Table 2 Results of the evaluation of average and precision for median
particle diameter

N o Mean
(nm)

sr
(nm)

sL
(nm)

sR
(nm)

Preparation 1 (20-nm Ag; water) 19 0 41.5 1.7 14.6 14.7

Preparation 3 (40-nm Ag, water) 21 3 42.5 0.83 11.9 11.9

Preparation 4 (100-nm Ag, water) 21 3 82.0 1.2 15.9 15.9

Preparation 5 (20-nm Ag,
10 % ethanol)

17 0 42.6 1.6 14.5 14.6

Preparation 7 (40-nm Ag,
10 % ethanol)

19 3 44.3 0.63 11.7 11.7

Preparation 8 (100-nm Ag,
10 % ethanol)

20 2 78.6 1.0 19.7 19.7

N, o number datasets sets submitted, of which there were o outliers
eliminated (Mandel’s h and Grubbs and Cochran test on a 99 % confi-
dence level)
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a Youden graph (Fig. 2), plotting the results for preparations 3
and 7 versus preparations 4 and 8 for each laboratory, shows two
distinct populations, both of which lie closely to a straight line.
This indicates that most laboratories show a proportional bias
compared with the other laboratories (linear relationship) and
that at least one population shows a constant shift for preparation
3/7 (shift between the two populations). This constant difference
is about 20 nm, exactly the average difference between the target
value for preparations 1 and 3. This indicates that further train-
ing, combined with improvements in calibration, could signifi-
cantly reduce the method variability.

Restricting the laboratories to those laboratories that had
prior experience with nanoparticle analysis and ICPMS (al-
though not necessarily with sp-ICPMS) gives only marginally
improved results: repeatability standard deviation range from
0.6 to 1.8 nm and reproducibility standard deviations range
from 8.5 to 20.5 nm.

Precision was not correlated with particle diameter. As there
is no significant influence of the particle size on the standard
deviations, average within repeatability, between-laboratory and
reproducibility standard deviations can be calculated as sr =
1.0 nm, sL =14 nm and sR =14 nm, respectively.

Relative repeatability standard deviations range from 1.3 to
4 %, whereas reproducibility standard deviations range from 20
to 35 % (the lowest always being for the highest particle size).
This is significantly worse than the results obtained in an
intercomparison for dynamic light scattering (DLS) and CLS,
where within-laboratory standard deviations of 0.6 to 1.4% and
between-laboratory standard deviations of 5–6 % were
achieved [19]. The results in this intercomparison therefore
are significantly worse. In our view, several factors contribute
to the currently better performance of DLS and CLS: both
methods are long-established and dedicated instruments and
ISO standards are available. Participants in the intercomparison

described in [19] were carefully selected for experience with the
methods. Contrary to this situation, few participants in this
study had thorough prior experience with sp-ICPMS. Although
a training workshop had been organised, questions asked dur-
ing the study indicated room for improved familiarity with the
method. Increased experience is expected to result in better
reproducible results. This means that while sp-ICPMS can
currently not match long-established methods in precision, it
shows promise as a screening technique, especially taking into
consideration that it delivers number-based particle distribu-
tions. If the method is improved, it might even develop from
a screening method into a confirmatory method.

Particle number concentration

After elimination of outliers, results for preparation 1 are
Gaussian-distributed. Removal of the two outliers in prepara-
tion 3 yielded a bimodal dataset with one cluster of results
from 0 to 50 billion particles per litre and the second cluster
from 100 to 220 billion particles per litre. Several more
outliers were found for preparation 4. As this hinted at
“snowballing”, the elimination of outliers was stopped. The
data followed a normal distribution. Two Grubbs and one
Cochran outlier were removed from the data for preparation
5, yielding a normal distributed dataset. Four outliers were
removed from the dataset for preparation 7. The remaining
data formed two clearly distinct clusters, one with results from
0 to 50 billion particles per litre and one with 150 to 220
billion particles per litre. For preparation 8, a Gaussian-
distributed dataset was obtained after removal of one Grubbs
and three Cochran outliers.

The determination of the particle number concentration
produced many more outliers than the median particle diam-
eter. The reason for this high number of outliers is not clear.
One contributing factor could be that some participants re-
ported particle number concentrations as determined (i.e. in
the diluted preparation), some in the preparation and some in
the original vial. To exclude this effect, participants were
asked repeatedly to confirm the basis of their calculation. A
second contributing factor could be loss of particles over time,
as indicated by the stability study. However, the magnitude of
outliers (sometimes several orders of magnitude) makes this
explanation unlikely and the question remains open. Although
there were significantly more outliers, no laboratory showed
consistently biassed results of consistently high standard
deviations.

The number of retained datasets, the mean of laboratory
means and the results of the one-way ANOVA for sr, sL and sR
are listed in Table 3.

As was the case for particle diameter, repeatability standard
deviations are significantly smaller than between-laboratory
standard deviations. The bimodal distributions of the data
from preparations 3 and 7 indicate that these data should not

Fig. 2 Youden plot of results for preparations 3 and 4 versus results for
preparations 7 and 8. The lines show approximately the shift separating
the two populations
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be used to calculate a correlation between particle number
concentration and precision. This leaves only four results to
draw up the regression line. With so few results, any test for
significance is bound to be negative (critical t-value for 2 degrees
of freedom and 95% confidence interval is 4.3). As repeatability
and reproducibility standard deviations seem to increase with the
particle number concentration (Table 3), relative sr, sL and sR
(excluding the data from preparations 3 and 7) are roughly
constant and calculated as sr =11 %, sL =78 % and sR =79 %.

Especially the reproducibility standard deviation is very
high. However, when assessing this figure, one must take into
consideration the low number of particles measured, which is
significantly below analyte concentrations in water analysis.
Interlaboratory comparisons for trace organics in water
yielded reproducibility standard deviations of 32 % for
methyl-tert-butylether in water at a concentration of 5∗1014

molecules/L [20] and of 15–20 % for 2,4-D at the same
concentration level [21]. What is more, relative reproducibil-
ity standard deviations of 100 % and more have been reported
in the early days of mycotoxin analysis [22], highlighting the
problems in any new field of analysis. Then higher standard
deviation between laboratories for sp-ICPMS may therefore
be expected from the relative novelty of the method.

Trueness

Median particle diameter

Evaluation of trueness is difficult, as particle diameter is a
method-definedmeasurand. This means that diameters obtain-
ed by different methods are generally not comparable, unless
the particles are mono-modal and spherical. For the particles
used, these conditions are sufficiently met to make the com-
parison across methods meaningful. The median particle

diameters as determined in the intercomparison are compared
with the results by TEM (provided by the supplier of the
particles) and CLS in Table 4.

The results of the 20-nm suspension are higher than those
obtained by TEM and CLS. One reason for this high finding
could be that sp-ICPMS is here close to its size limit of
detection. This is confounded by two participants reporting
results as “<LOD” for the smallest particles. The bias for the
100-nm particles could be explained by the indication of the
bimodality for the results for preparations of suspension 5, a
bias in the TEM determinations performed by the supplier of
the materials. Regardless of these biases, results for the parti-
cles with nominal 40 and 100 nm are by and large in line with
the target values.

There was no significant difference between results obtain-
ed in the aqueous or ethanol-based preparations. This indi-
cates that the method is robust against such changes in matrix.
This finding is not unexpected as potential matrix effects are
largely diluted away. Although the uncertainty is high, this
result is a positive sign for the capability of the method.

Particle number concentration

No definite value for the particle concentration in the original
suspension is available. Information from the producer was
judged the most reliable, albeit imperfect surrogate for a target
value. The mean particle number concentrations in the undi-
luted suspensions as determined in the intercomparison are
compared with the specifications of the supplier in Table 5.

As was the case for the Ag mass concentrations, particle
number concentrations are significantly below those specified
by the producer. This difference was especially marked for the
20-nm material, most likely caused by many particles being
below the size limit of detection and thus going undetected.
The lower finding for the other two materials might indicate
dissolution and therefore vanishing of particles, but could also
indicate overlooking a significant fraction of particles. The
data available do not allow a clear decision between these two
possibilities.

As with the particle diameter determination, there was no
significant difference between the results obtained in the

Table 3 Results of the evaluation of average and precision for particle
number concentration

N o Mean
(109/L)

sr
(109/L)

sL
(109/L)

sR
(109/L)

Preparation 1 (20-nm Ag;
water)

21 3 11.7 1.7 7.5 7.7

Preparation 3 (40-nm Ag,
water)

21 2 108.3* 8.8 114.9* 115.2*

Preparation 4 (100-nm Ag,
water)

21 4 5.3 0.46 4.2 4.2

Preparation 5 (20-nm Ag,
10 % ethanol)

18 3 10.5 1.5 8.5 8.6

Preparation 7 (40-nm Ag,
10 % ethanol)

19 4 110.0* 5.3 103.5* 103.6*

Preparation 8 (100-nm Ag,
10 % ethanol)

20 4 5.7 0.26 4.9 4.9

N, o Number datasets sets submitted, of which there were o outliers
eliminated (Grubbs and Cochran test on a 99 % confidence level)
* Rough indication only, as the data did not follow a normal distribution

Table 4 Comparison between TEM (results provided by the supplier)
and results obtained by sp-ICPMS in water (preparations 1, 3, 4) and
10 % Ethanol (preparations 5, 7, 8)

TEM
(nm)

CLS sp-ICPMS in
water (nm)

sp-ICPMS in 10 %
ethanol (nm)

20 nm nominal 20.4±1.8 21±3 41.5±7.3 40.8±7.8

40 nm nominal 40.3±3.5 40±6 42.5±5.9 44.3±6.0

100 nm nominal 98.5±6.4 80±12 82.0±7.8 78.6±9.9

Results by sp-ICPMS are the mean and 95 % confidence interval of the
outlier corrected laboratory means
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aqueous and ethanol-based preparations. This indicates that
the method is robust against such changes in matrix. This
finding is not unexpected as potential matrix effects are largely
diluted away. Although the uncertainty is high, this result is a
positive sign for the capability of the method.

Conclusions

Repeatability, between-laboratory and reproducibility stan-
dard deviations for particle diameter are 1 nm (sr) and 14 nm
(sL and sR). While repeatability is good, reproducibility is
more than one order of magnitude above repeatability, show-
ing ample need and opportunity for improvement in compa-
rability among laboratories. Precision is still significantly
worse than that obtained by long-established and standardised
methods like DLS or CLS. Further training as well as better
calibration could be expected to improve agreement among
laboratories. The average median particle diameter as deter-
mined by sp-ICPMS differs at the upper and lower range of
the investigated interval from results measured by TEM and
CLS, with apparent positive bias at low and negative bias at
high diameters. However, the deviation around the critical
value of 100 nm is small enough to allow screening for the
presence of nanoparticles. Two participants reported results as
“<20 nm” and “<40 nm”, indicating that the size limit of
detection is in this range. The study showed that identification
of blanks is possible if information on the particle number
concentration or mass concentration of particles is also taken
into account. If not, a small number of particles will still give a
median diameter.

Relative repeatability and reproducibility standard devia-
tion for Ag particle number concentration were estimated 11
and 78 %, respectively. While being high, these precision data
compare well with precision of organic trace analysis when
the very low concentrations of particles (several orders of
magnitude below molecular concentrations in organic trace
analysis) and the novelty of the method are considered. Also
here, reproducibility standard deviations differed more than

usual from repeatability standard deviations, indicating room
for method improvement by better calibration and further
training.

Results for Ag particle number concentration are signifi-
cantly lower than the specifications from the manufacturer. At
present, it is unknown whether these findings are due to
method bias or due to dissolution of particles.

No differences were found between samples prepared in
water or 10 % ethanol, demonstrating robustness of the meth-
od regarding the solvent within the scope of the study.

In summary, taking into consideration the novelty of the
method, the fact that the vast majority of participants had just
started establishing the method in their laboratories and the
lack of suitable certified reference materials for calibration, the
accuracy of sp-ICPMS, is already satisfactory for screening
purposes when limited to particle diameter. Even in its current
state, the method, providing number-based results, is, within
the scope of the method (particles of defined composition and
shape; dispersibility of particles and no distinction between
single and constituent particles), a useful tool for determining
whether a material fulfils the EC definition of nanomaterial. In
its current state, the method can only approximately quantify
the amount of nanoparticles (mass or particle number concen-
tration). This has few implications, as there are no current
limits for the amount of nanoparticles.

While further improvements of the method, especially with
respect to software tools for evaluation, hardware options for
shorter dwell times, calibration standards for determining
nebuliser efficiency and further experience by laboratories
are certainly desirable, the results of this study demonstrate
the suitability of sp-ICPMS for the detection and quantifica-
tion of certain kinds of nanoparticles.
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